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In 2023, ChatGPT—an early form of generative artificial intelligence (AI) capable of creating entirely new content—took the world by storm. The first shock came when ChatGPT demonstrated its ability to pass the U.S. bar exam. Soon thereafter, the world learned that ChatGPT was being used by both lawyers and judges in actual litigation. Some within the legal community find the use of generative AI in civil and criminal litigation entirely unproblematic. Others find generative AI troubling as a matter of due process and procedural fairness due to its propensity not only to misinterpret legitimate legal authorities but to create fictitious sources through a process known as hallucination. These phenomena suggest that judges and litigants cannot rely on anything contained in a document created by generative AI.

Thus far, the legal response to generative AI has been partial, piecemeal, and panicked. No consensus exists as to what can or should be done, let alone who should be responsible for regulating the use of generative AI by lawyers, litigants, judges, and judicial clerks.

This Article analyzes the narrow issue of which public and private bodies are best-suited to address the problems associated with generative AI in domestic and cross-border litigation. Rather than proposing specific solutions to the issues facing the criminal and civil justice systems, this Article focuses on identifying who can and should act in the short, medium, and long terms. In so doing, this Article provides the legal profession with a content-neutral blueprint for action.
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## I. INTRODUCTION

In early 2023, the legal profession went into a frenzy when ChatGPT made global headlines by not just passing but excelling on the U.S. bar examination. Mere months later, a similar furor arose when ChatGPT made its way into the judicial system, first being used by a judge in a legal opinion and then by lawyers in their legal submissions.

The reason behind the uproar is that ChatGPT is a form of generative artificial intelligence (AI) capable of creating entirely new content. Some lawyers have lauded generative AI as a cost-saving device, and one federal judge has suggested there is “nothing inherently improper about using a reliable artificial intelligence (AI) capable of creating entirely new content.”

---


Numerous concerns arise with respect to generative AI, including those relating to due process and procedural fairness. However, three issues rise to the fore. First, in its current form, generative AI has no safeguards requiring it to produce information that is true and correct, resulting in documents that are replete with fictitious legal authorities known as hallucinations. Second, generative AI frequently misinterprets and misapplies source material, thereby casting doubt on references to legitimate legal authorities. Third, it is difficult or impossible to tell, simply by looking at the face of the document, that it has been created by a computer rather than a human.

Taken together, these factors suggest that judges and litigants cannot rely on anything contained in a document created by generative AI. Though users of generative AI may claim they are making the litigation process more efficient, timely, and cost-effective, they are actually requiring judges and other litigants to double-check their work, thereby shifting the time, cost, and burden of legal analysis to other participants in the litigation process. This approach is not only rife with inefficiencies, it is extremely likely to erode public confidence in the civil and criminal justice systems.

The technology industry has already called for immediate regulation of AI, and legal institutions around the world are responding. In the United States, individual judges are amending their rules to indicate the extent to which generative AI is permitted in party submissions, while in Canada, the Supreme Court

---
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is considering the adoption of a practice note concerning use of AI in its proceedings. While the European Union (EU) and China have already drafted legislation on the subject. As welcome as these initiatives may be, they are more reactive than proactive. Rather than relying on piecemeal responses, the legal profession needs to address generative AI holistically. The first step in this endeavor involves identifying which entities or individuals are best-positioned to respond to the problems associated with generative AI at both the national and international levels.

This Article analyzes the narrow issue of which public and private bodies are best-suited to respond to the challenges of generative AI in domestic and cross-border litigation (Section III). Rather than proposing content-based solutions to the issues facing the criminal and civil justice systems, this Article focuses on identifying who can and should act in the short, medium and long terms.

The only way to properly evaluate the various options is to compare each alternative against a standard set of criteria. The Article therefore begins with a short discussion of the factors used to identify which entities or individuals are best-placed to provide a fair, effective, and appropriate legal response to generative AI in litigation (Section II). The Article concludes by tying together the various strands of argument and recommending how the national and international legal community should proceed (Section IV).

II. FACTORS AFFECTING CHOICE OF ACTOR

Though there are many ways to evaluate the relative merits of different actors capable of responding to the challenges of generative AI, this Article focuses on four key factors. The first is consistency, meaning consistency across individual litigations within a particular court and consistency between different courts, both within and across jurisdictional lines. Consistency is important because it protects important principles of procedural fairness such as equal treatment of parties. Consistency has practical benefits as well, in that it reduces inefficiencies and errors by providing advance notice of what will be required of parties and


their counsel.\textsuperscript{20} Consistency implicitly includes an element of transparency, thereby promoting public confidence in both criminal and civil justice systems.\textsuperscript{21}

The second factor is speed. The longer generative AI remains unregulated, the more likely it is that injustices and errors will arise on both the individual and institutional levels, thereby affecting the perceived legitimacy of judicial proceedings. Delay can also lead to cognitive distortions (such as the status quo bias or the anchoring bias) that make it harder to regulate problematic behavior in the future.\textsuperscript{22}

The third factor is flexibility. Though flexibility can be seen as the opposite of speediness, the field of AI is changing rapidly, and it is important to avoid calcifying the law in an immature or undesirable state. However, those concerns cannot excuse inaction. Instead, it simply means that the techniques used to address generative AI need to be agile.

The fourth and final factor is accountability. If a rule or law indicates that generative AI may not be used in a particular manner, there needs to be some means of ensuring that provision has been complied with. Furthermore, any sanctions need to be narrowly targeted toward the party responsible for creating the difficulties.

III. DETERMINING WHO SHOULD ACT TO ADDRESS GENERATIVE AI IN LITIGATION

Thus far, the legal community has been most concerned about whether and to what extent generative AI can be used by practitioners.\textsuperscript{23} However, lawyers are not the only ones who might use generative AI during the litigation process. Pro se litigants, judicial clerks, and even judges themselves might seek to rely on this type of technology.

The following discussion describes the various entities that might be capable of regulating generative AI in criminal and civil litigation. The first subsection focuses on domestic options while the second subsection focuses on international options.

A. Domestic Options

1. Judicial action

So far, the predominant means of addressing generative AI in litigation is through amendments to the rules of individual judges or local rules of court.\textsuperscript{24}
This approach, which focuses exclusively on lawyers and litigants, has the benefit of speed, in that fewer individuals have to agree on a particular course of action, and flexibility, in that the rules can be amended easily and rapidly now and in the future. Accountability can arise through court sanctions. The problem is consistency within or across particular judicial systems.

Consistency could be increased at the federal level by amending the Federal Rules of Civil Procedure, Federal Rules of Criminal Procedure, Federal Rules of Appellate Procedure, and/or Rules of the Supreme Court of the United States, though that is neither a speedy nor flexible approach, given that the amendment process takes at least two to three years to complete.25 However, the Federal Judicial Center (FJC)—the research and education arm of the U.S. federal judiciary—could increase consistency in either the short or long term by facilitating discussions among federal judges and/or by publishing research concerning possible judicial responses to generative AI.26

Consistency within individual state court systems could arise through the amendment of state rules of procedure, though there is no way to ensure consistency between different states. While principles of federalism permit diversity among different state approaches, inefficiencies and errors might arise in interstate disputes, including in cases when attorneys appear pro hac vice in other state courts.27 Extreme divergence between different states could also lead to concerns about due process and procedural fairness.28

A certain amount of harmonization could arise with the help of organizations like the National Center for State Courts (NCSC), a judicial research and education organization similar to the FJC,29 and the Conference of Chief Justices, which facilitates discussions between chief justices of the various state courts on matters of common concern.30 While such efforts would improve consistency, it is unclear how long they would take to implement.

All of the options discussed in this subsection have the benefit of providing for accountability through judicial sanctions against both lawyers and pro se litigants. However, care must be taken to ensure that any sanctions are addressed

26. See generally FEDERAL JUDICIAL CENTER, Homepage, fjc.gov (last visited Aug. 29, 2023) [https://perma.cc/96KX-GR4J].
30. See CONF. OF CHIEF JUSTS., supra note 10.
to the offending individuals only. In particular, the wrongdoing of a lawyer should not affect the rights and interests of a party represented by that lawyer.\(^{31}\)

Lawyers and litigants are not the only ones whose conduct needs to be considered. Judges and judicial clerks might also be tempted to rely on generative AI to help them draft judicial decisions and opinions.\(^{32}\) Indeed, judges in other countries have already used various forms of AI, including ChatGPT, in their work.\(^{33}\)

Some in the United States may think that U.S. judges would never resort to AI in drafting their judgments, but U.S. judges have been known to take questionable shortcuts in their work in the past.\(^{34}\) For example, some U.S. judges have been known to engage in “judicial plagiarism,” which is when judges copy materials from party submissions into judicial decisions and opinions.\(^{35}\)

Concerns about judicial independence have traditionally precluded the imposition of external restrictions on judicial behavior, even though critics claim that judicial self-regulation is inherently problematic.\(^{36}\) The only binding means of addressing U.S. judges’ use of generative AI would be through an amendment to the Code of Conduct for United States Judges and state judge analogues, with a separate code for Justices of the Supreme Court of the United States (thus far, unsuccessfully pursued by Chief Justice Roberts).\(^{37}\) Amendments to the Code
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of Conduct for Judicial Employees \(^{38}\) and rules of ethics imposed by individual judges \(^{39}\) could address the actions of federal law clerks, with the behavior of state law clerks being addressed through similar means.

While such efforts might increase accountability and consistency, it is unclear how speedy and flexible they are. One alternative might be to require judges and clerks at both the state and federal levels to undertake mandatory coursework about the problems associated with generative AI, but that approach is not fail-safe. Federal judges are not required to complete any form of judicial education after being elevated to the bench, as is also true of many state judges. \(^{40}\) Even those judges that are required to complete a certain number of continuing education credits per reporting period are not told which courses to take. \(^{41}\) Thus, judicial education alone will not have much effect on the behavior of judges and clerks.

2. Legislative action

Another means of addressing generative AI in litigation is through legislation, as the EU and China have done. \(^{42}\) Though U.S. state and federal legislatures do not frequently enact laws addressing civil procedure, they can act in appropriate circumstances. \(^{43}\)

While a legislative response is possible, it may not be ideal, since such efforts are neither speedy nor flexible. Questions of accountability could also arise, particularly with respect to who would bear the cost of non-compliance. Much would depend on how the legislation was drafted.

Additional problems arise with respect to consistency. The only way Congress could affect the use of generative AI would be to successfully assert a claim that generative AI negatively affected interstate commerce under the Commerce Clause, individual procedural rights under the U.S. Constitution, or implementation of an international treaty or convention. \(^{44}\) Even with such a claim, the treatment of generative AI could end up differing between state and federal courts, or between individual state courts. \(^{45}\)


\(^{40}\) See Strong, Regulatory Capture, supra note 36, at 3–4.

\(^{41}\) See id. at 14–16.

\(^{42}\) See EU AI Act, supra note 18; He, supra note 18.


\(^{44}\) See U.S. Const., art. I, § 8; amend. V; amend. XIV. A number of international conventions address cross-border litigation, and a similar instrument could be promulgated regarding the use of generative AI in courts. See infra note 49 and accompanying text.

Non-binding methods of promoting interstate consistency do exist. For example, the Uniform Law Commission (ULC) has sought to harmonize state law for decades by promulgating model laws for individual state legislatures to consider. Although the ULC typically avoids involving itself in judicial proceedings, it has promulgated thirty-two instruments relating to civil procedure and the courts. Therefore, it is not impossible for the ULC to engage with the issue of generative AI in litigation.

3. Action by licensing authorities

Another possible approach involves characterizing the use of generative AI as affecting rules of ethics and professional conduct established by lawyers’ licensing authorities (i.e., the bar). Amendments to the rules of professional responsibility would provide direct accountability for behavior undertaken by lawyers (including transactional lawyers, though this Article focuses exclusively on litigators) and indirect accountability for behavior involving judges and law clerks. A properly drafted rule might even be able to affect pro se litigants.

Changes to the rules of professional conduct can be implemented and subsequently amended relatively quickly, thus meeting the criteria for both speed and flexibility. Consistency would arise within each individual licensing territory, though problems could arise between different jurisdictions. However, the American Bar Association (ABA) could play a useful role in helping to harmonize rules across the United States.

Since the vast majority of judges and law clerks are also lawyers, a properly drafted rule could govern use of generative AI by judges and clerks. Care would need to be taken in the drafting of those provisions to address any potential objections from those concerned about judicial independence.

One issue that has not yet been discussed by the legal community involves the possibility that pro se litigants might seek to introduce documents created by generative AI in court. On the one hand, it could be argued that self-represented individuals are better off with the assistance of generative AI than without, thereby improving access to justice. However, that view fails to appreciate both the errors that can and do arise in legal submissions drafted by generative AI as well as the burden that is placed on other participants in the process to review

47. See id. (search on civil procedure and courts).
48. See Fred C. Zacharias, The Purpose of Lawyer Discipline, 45 WM. & MARY L. REV. 675, 688–89 (2003) (characterizing lawyer discipline as an administrative function rather than a criminal function). However, licensing authorities tend to guard their power zealously and can be adverse to increasing the scope or severity of sanctions visited upon their members. See Lubna Shuja, LSB to Review Enforcement Tools Available to Regulators, LAW SOC’Y (Aug. 4, 2023), https://www.lawsociety.org.uk/topics/ regulation/lsb-review-on-regulator-enforcement-tools?utm_source=professional_update&utm_medium=email&utm_campaign=PU-08%2f07%2f2023&campaign_cid=C7F003414AA4230C6194004E4184CD4 [https://perma.cc/KB34-SHWV].
50. Id.
and correct those errors. It also assumes that all forms of generative AI are equal, when that is very much not the case.

While professional licensing bodies cannot regulate the behavior of pro se litigants directly, they might be able to do so indirectly by claiming that creators of generative AI are engaging in the unauthorized practice of law by “advising” pro se litigants through technological means. While such an argument may be difficult to assert in light of recent opinions from the Supreme Court of the United States, it has the benefit of placing the burden of accountability squarely on the persons responsible for creating the problem (i.e., the designers of generative AI) and could provide an incentive to programmers to block generative AI from attempting legal analyses.

4. Complementary actions

While the entities discussed in the preceding subsections have the ability to act, many will hesitate to do so because of concerns about the content of the relevant rules, laws, or regulations. Fortunately, there are a number of bodies that can help by undertaking empirical and policy-oriented research designed to identify appropriate content. The benefit of this approach is that it can (and indeed should) start immediately.

The discussion above has identified several bodies (e.g., the ABA, FJC, NCSC, and ULC) that may be able to undertake research in this field. One group that has not yet been mentioned is the American Law Institute (ALI), best known as the body responsible for the Restatements of Law. Any work done by the ALI on generative AI in litigation would doubtless prove useful to law- and rule-making authorities seeking to determine how best to proceed. Studies conducted by the ALI could also form the basis for the ALI’s own work, which could take the form of a restatement, a set of guiding principles, or a model code.

The major problem with the ALI is the amount of time it would take to complete a new project. However, smaller and more agile bodies—such as state and local bar organizations—could undertake similar studies. Indeed, bar organizations might be particularly well-placed to undertake studies of practitioner beliefs and behaviors, since the bar has broad access to lawyers across various specialties.

51. See Bohannon, supra note 3.
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Professional organizations for judges (such as the Conference of Chief Justices, the American Judges Association or the ABA’s Judicial Division) could undertake similar studies of judges. Indeed, judicial organizations may be the only entities capable of gaining the judicial perspective, since judges are often hesitant to participate in studies conducted by academics or others.\footnote{See STRONG, supra note 33, at 356–57.}

Any empirical studies would of course have to comply with best practices in data collection and analysis.\footnote{See Lee Epstein & Gary King, The Rules of Inference, 69 U. CHI. L. REV. 1, 54–114 (2002) (describing best practices in empirical legal research).} Optimally, bar and judicial organizations would enlist the assistance of academics with the necessary research design skills. Alternatively, academics could initiate their own studies and enlist the assistance of bar associations and judges’ groups.

B. International Options

Domestic efforts can and should be supplemented by similar initiatives at the international level. International courts like the International Criminal Court, the International Court of Justice, and the European Court of Justice can implement rules of court to address generative AI in their proceedings, while supranational legislative bodies like the European Parliament can pursue legislative solutions affecting their constituent Member States.\footnote{See About the Court, INT’L CRIM. CRT., https://www.icc-cpi.int/about/the-court (last visited Aug. 30, 2023) [https://perma.cc/6X5L-R88L]; How the Court Works, INT’L CRT. OF J., https://www.icj-cij.org/how-the-court-works (last visited Aug. 30, 2023) [https://perma.cc/7SFJ]; Principles, Countries, History, EUR. UNION, https://european-union.europa.eu/principles-countries-history_en (last visited Aug. 30, 2023) [https://perma.cc/Y9UW-6Z4Q].} However, the absence of a single global sovereign with judicial or legislative jurisdiction over cross-border litigation makes it difficult to ensure consistency through binding law, at least in the short term. Fortunately, there are several intergovernmental and private bodies that can help craft a response to the challenges of generative AI in cross-border litigation.

Another intergovernmental organization that might take on a project in this field is the International Institute for the Unification of Private Law (UNIDROIT). Though UNIDROIT focuses primarily on substantive law, it has some experience with civil procedure, having promulgated the Principles and Rules of Transnational Civil Procedure in 2006 in cooperation with the ALI (ALI/UNIDROIT Principles and Rules). 63 That project was subsequently transformed in 2020 by the European Law Institute (ELI) into the ELI/UNIDROIT Principles and Rules. 64 Both of these are soft law instruments, but still took a considerable amount of time to complete (seven years in both cases), suggesting UNIDROIT’s involvement would arise in the medium or long term rather than the short term. 65

Although there is no international licensing authority that can impose a rule of professional conduct on lawyers working internationally, the International Bar Association (IBA) is very active in matters involving cross-border dispute resolution, promulgating a variety of soft law instruments including practice rules, guidelines, and principles relating to various aspects of cross-border legal practice. 66 The IBA is also active in convening conferences and task forces that study and discuss issues of interest, which might very well include concerns about generative AI. 67

IV. CONCLUSION

As a general rule, public justice systems evolve slowly so as to ensure due care is taken of all relevant issues. However, there occasionally comes an event that requires urgent attention. The advent of generative AI in criminal and civil litigation is just such an event.

There are those in the legal profession who believe that generative AI can be a useful tool that should be allowed in litigation, and there are those who believe it to be a dangerous innovation that can and will lead to inefficiency, inequity, and an erosion of public confidence in the judicial system. 68 Regardless of where one stands on the future use of generative AI in litigation, what is clear is that the legal profession must put some standards in place immediately to avoid injury and unfairness on both an individual and institutional level.


64. See id.


68. See Edwards, supra note 5; Croft, supra note 3.
The first step toward addressing generative AI in civil and criminal litigation is determining which entities or individuals are best-suited to respond. Unfortunately, as the preceding pages have shown, there is no single body that can address generative AI in domestic or cross-border litigation with sufficient consistency, speed, flexibility, and accountability. Instead, it is necessary to pursue several different actions, both simultaneously and seriatim, to achieve the desired results.

In the short term, the best means of proceeding would involve a combination of the rules of court with the rules of professional responsibility. Courts and bar organizations can adopt and implement rule changes speedily and flexibly, and the cross-cutting approach to accountability ensures coverage of all the key participants in litigation (lawyers, judges, judicial clerks, and pro se litigants) while also possibly inspiring the creators of generative AI to pursue necessary safeguards at the technical level.

The one shortcoming of the suggested approach involves consistency across jurisdictional boundaries. That problem could be solved by amending various rules of procedure, though those reforms would take several years to take effect, at the very least. Fortunately, organizations like the FJC, NCSC, ULC, ALI, ABA, IBA, UNIDROIT, and the Hague Conference can help promote harmonization efforts in the meantime by undertaking research initiatives that help various rule-making bodies identify appropriate content and by promoting their own soft-law initiatives that help shape judicial and litigant behavior.

Long-term projects would involve hard law instruments undertaken by legislatures or intergovernmental bodies, though such efforts should not be pursued until the law and practice have had an opportunity to develop and evolve. Indeed, it might not even be necessary to move to this final level of regulation if initial efforts to address generative AI in litigation are successful.

Although legislatures and intergovernmental bodies should not pursue hard law initiatives right away, they should keep a watchful eye on the development of law in this field. If too much time passes, path dependency and cognitive distortions such as the status quo bias and anchoring bias could make subsequent legislative and intergovernmental action difficult or impossible to achieve. Therefore, legislatures and intergovernmental bodies should consider forming working groups in the short term as a means of demonstrating that generative AI is an issue of legitimate legislative concern.69

Generative AI is still in a very early stage of development, and there will be those who caution against regulation lest the wrong standards be put in place.70 However, it can take years for some legal entities to respond to new challenges, and significant damage can be done in the meantime, both to individual litigants and to the criminal and civil justice systems as a whole. The legal community should certainly proceed with caution, but should not wait to start

69. But see Eyal-Cohen, supra note 22, at 1270–71 (cautioning against temporary legislation).
70. Technical solutions might also arise. See, e.g., Milmo, supra note 4 (discussing “constitutional AI, which is designed to comply with various human rights instruments); Lexis + AI, supra note 49 (discussing generative AI with limited source material).
the process of considering how to deal with generative AI in litigation. To do so would work an injustice on the very people the justice system is meant to serve and protect.