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RESURRECTING MAGNUSON-MOSS RULEMAKING: THE FTC AT A DATA SECURITY CROSSROADS

ABSTRACT

Welcome to the digital age, where consumer data is more valuable than gold. In this era of information, companies treat personal data as a prized commodity, leveraging its potential to boost business and engage an ever-growing number of customers. Yet when companies fail to protect the sensitive data that they hold, consumers are left with few avenues to obtain redress for the harms they may have suffered. In an effort to protect consumers, the Federal Trade Commission (FTC) has been policing inadequate data security practices since the early 2000s. Using its broad authority under Section 5 of the Federal Trade Commission Act, the FTC routinely brings enforcement actions against companies that have sustained data breaches, yet could have implemented reasonable security measures to prevent them. In the vast majority of proceedings, the violating entity chooses to settle with the FTC rather than incur the various costs associated with litigation. The orders that accompany the conclusion of every enforcement proceeding typically require the violator to enact a comprehensive data security overhaul.

In 2018, such an FTC order was vacated by the U.S. Court of Appeals for the Eleventh Circuit. On the heels of this decision, it is apparent that the FTC must recalibrate its approach to enforcing unlawful data security practices. This Comment contends that the Commission should draw on its substantial experience with data protection and promulgate a rule that transparently specifies the standard by which data security is to be regulated. Although the FTC’s decision to abstain from using its Magnuson-Moss rulemaking authority may have been prudent in the early days of its foray into data security, times have changed. Embracing the heightened public participation interwoven throughout the hybrid rulemaking process, the FTC is fully capable of delineating a data security standard in a reasonable amount of time. And once the rule-based standard is in place, the FTC can reap the benefits of a framework that provides the regulated community with enhanced guidance and the consumer public with greater protection from preventable data harms.
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INTRODUCTION

On September 7, 2017, the credit-monitoring service Equifax announced that it had sustained a data breach\textsuperscript{1} of alarming proportions.\textsuperscript{2} As the dust settled, it became apparent that the personally identifiable information\textsuperscript{3} of nearly 147 million U.S. consumers had been compromised.\textsuperscript{4} The unprecedented attack resulted in the loss of 146.6 million consumer names and dates of birth, 145.5 million Social Security numbers, 99 million addresses, 20.3 million phone numbers, 17.6 million driver’s license numbers, 209,000 credit card numbers, and 97,500 taxpayer identification numbers.\textsuperscript{5}

Although Equifax was the victim of a concerted criminal act, the company was publicly criticized for its allegedly insufficient security protocols and “ham-fisted” response to the breach.\textsuperscript{6} Consumers were understandably mortified at the extent of the breach and the knowledge that their private information was in the

\textsuperscript{1} A data breach is generally defined as the “unauthorized acquisition of computerized data that compromises the security, confidentiality, or integrity of sensitive personal information.” TEX. BUS. & COM. CODE ANN. § 521.053 (West 2018). All fifty states have data breach notification laws (DBNLs) that define the term, with some subtle differences. Compare, e.g., WASH. REV. CODE § 19.255.010(4) (2018) (“unauthorized acquisition of data that compromises the security, confidentiality, or integrity of personal information maintained by the person or business”), with NEV. REV. STAT. § 603A.020 (2018) (“unauthorized acquisition of computerized data that materially compromises the security, confidentiality or integrity of personal information maintained by the data collector”).


\textsuperscript{3} Although no uniform definition of personally identifiable information (PII) exists, the Department of Commerce’s National Institute of Standards and Technology has defined it as “any information that can be used to distinguish or trace an individual’s identity, such as name, social security number, date and place of birth, mother’s maiden name, or biometric records; and any other information that is linked or linkable to an individual, such as medical, educational, financial, and employment information.” NAT’L INST. OF STANDARDS AND TECH., SPECIAL PUB. 800-122, GUIDE TO PROTECTING THE CONFIDENTIALITY OF PERSONALLY IDENTIFIABLE INFORMATION 2-1 (2010).


\textsuperscript{5} See id.

hands of nefarious hackers. Yet, as lawsuits and investigations commenced, the post-Equifax legal narrative has paid little attention to the plight of consumers.

But how can a consumer’s post-breach harm be properly characterized? Under contemporary legal mechanisms, this task is notoriously difficult. To demonstrate, imagine that Bernard, an ordinary consumer, was notified that his personal data was implicated in the Equifax data breach. Hackers are now capable of exploiting Bernard’s Social Security number and credit card details to commit identity theft, financial fraud, or any number of other illicit acts. Understandably, Bernard is anxious at the prospect of these potential outcomes. Accordingly, he takes a number of prophylactic steps to ensure that his data is not misused. He cancels and replaces his credit cards and checks, updates his new financial information with digital vendors, freezes his credit, and purchases identity theft protection. Through all this, Bernard has not yet suffered an actual injury. Instead, Bernard now faces an increased risk of future harm. Although Bernard’s increased risk of harm is difficult to legally classify, it is not without merit. In the most basic of terms, Equifax’s inadequate data security has left Bernard in a worse position than before.

Any business that hopes to compete in the modern marketplace must contend with the various risks and rewards that accompany the use of consumer data.
Such data can be a powerful analytic tool, providing profit-seeking entities with valuable insight into the expected habits and preferences of consumers. This insight can be leveraged in a variety of ways. For example, companies routinely use consumer data to launch targeted advertising campaigns, conduct market analysis, develop their latest products and services, and individualize consumer experiences. And unbeknownst to many consumers, there is even an entire industry of companies that broker personal data to other firms.

When a company does sustain a data breach, the consequences can be immense. Hacked companies typically experience public naming-and-shaming, with potentially harmful public relations and financial consequences. They must fulfill the many obligations imposed by state data breach notification laws and may be brought to court by a class of consumers whose data was implicated in the breach. Finally, hacked companies may be

14 See, e.g., id. at 4–5 (discussing the use of data analytics in the digital marketplace).
15 See, e.g., id. at 1 (“The analysis of … consumer information is often valuable to companies and to consumers, as it provides insights into market-wide tastes and emerging trends, which can guide the development of new products and services. It is also valuable to predict the preferences of specific individuals, help tailor services, and guide individualized marketing of products and services.”); Privacy Policy, Why Google Collects Data, GOOGLE PRIVACY & TERMS, https://policies.google.com/privacy?hl=en&gl=ZZ#whycollect (last visited Oct. 11, 2018) (“We use the information we collect to customize our services to you, including … personalized content, and … personalized ads.”).
16 See generally Max N. Helveston, Consumer Protection in the Age of Big Data, 93 WASH. U. L. REV. 859, 868 (2016) (“[T]he public is largely unaware of the of the rapid growth of the data industry and the extent to which individuals’ personal information has become a commodity that is transferred among private and public entities.”).
17 See, e.g., PONEMON INST., 2018 COST OF DATA BREACH STUDY: IMPACT OF BUSINESS CONTINUITY MANAGEMENT 11 (2018) (finding that the average total cost of a data breach is $3.86 million).
19 See, e.g., PONEMON INST., supra note 19, at 5; Kate Palmer & Cara McGoogan, TalkTalk Loses 101,000 Customers After Hack, TELEGRAPH (Feb. 2, 2016 10:15 AM), https://www.telegraph.co.uk/technology/2016/02/02/talktalk-loses-101000-customers-after-hack/; News Release, EQUIFAX (Apr. 6, 2017), https://www.sec.gov/Archives/edgar/data/33185/000003318518000017/exhibit99120180331.htm (“Since the announcement of the cybersecurity incident in September 2017, we have incurred a total of $242.7 million of expenses related to the incident and incremental IT and data security costs.”).
20 See, e.g., CAL. CIV. CODE §§ 1798.29, 1798.82 (West 2018); N.Y. GEN. BUS. LAW § 899-aa (West 2018).
subject to Federal Trade Commission investigations, which can result in enforcement proceedings, remedial measures, and even monetary penalties.24

Yet to what extent do these various legal mechanisms protect the American consumer? In the digital age, consumers have little choice but to entrust profit-seeking companies with their personal information.25 And when such information is compromised in a breach, affected individuals have few viable means of obtaining direct redress.26

As the leading federal regulatory body in the realm of data security, the Federal Trade Commission (the “FTC” or the “Commission”) has shown that it is uniquely situated to protect consumers.27 And to date, its prominence has yielded laudable results.28 However, the FTC can and should do more to protect consumers from inadequate data security practices.

Despite its congressional grant of rulemaking authority, the FTC has declined to promulgate a regulatory rule identifying the boundaries of unlawful data security.29 This Comment contends that after nearly twenty years of regulating data security through cases brought and settled under Section 5(a) of the Federal Trade Commission Act of 1914, the FTC would be well-advised to chart a new course. While congressional action, either through the expansion of FTC authority or the enactment of comprehensive data security legislation, presents an ambitious way to wipe the data security regulatory slate clean, the FTC cannot simply wait around while hackers continue to exploit digital vulnerabilities. The FTC can and should operate sensibly, using the means currently available to it, in order to codify the most basic data security responsibilities required of corporate America. In this way, the FTC can better protect consumers in the digital world.


27 See, e.g., Daniel J. Solove & Woodrow Hartzog, The FTC and the New Common Law of Privacy, 114 COLUM. L. REV. 583, 600 (2014) (noting that “many privacy lawyers and companies view the FTC as a formidable enforcement power, and they closely scrutinize FTC actions in order to guide their decisions”).

28 See, e.g., Hartzog & Solove, supra note 10, at 2269–71 (arguing that the FTC is the “a key linchpin in the U.S. data protection regulatory regime”).

This Comment will unfold in three parts. Part I begins by describing the current U.S. administrative approach to data protection and the FTC’s central role in it. Focusing on the FTC’s broad consumer protection authority under Section 5(a) of the Federal Trade Commission Act of 1914, the nuts and bolts of every FTC data security action are explained. Part II provides an overview of two recent developments related to the FTC’s data security efforts and analyzes their likely implications. Part III proposes a shift in regulatory focus, arguing that the FTC should promulgate a data security rule that identifies the contours of a lawful data security program. Although the Commission’s procedural obligations are unique, the argument contends that a relatively expeditious rulemaking process is attainable. The analysis then identifies the factors that have prepared the FTC to promulgate such a data security rule and the regulatory advantages that may flow from it. To wrap up, the argument describes how the FTC can oversee the rulemaking process to ensure that its data security rule will survive judicial review.

I. THE U.S. ADMINISTRATIVE APPROACH TO DATA SECURITY

In contrast to other developed countries, the United States does not regulate the use and collection of consumer data through a unitary framework. Instead of passing an omnibus data protection law that empowers a single agency to oversee regulatory efforts, Congress has taken a sectoral approach, enacting a “patchwork” of industry-specific data protection statutes. Under this regime, many of the federal data protection laws regulate a specific category of consumer data utilized by a particular sector of the economy.

---


32 James P. Nehf, Recognizing the Societal Value in Information Privacy, 78 WASH. L. REV. 1, 58 (2003) (describing the U.S. approach to data regulation as a “patchwork of sector-specific privacy laws”; see also Solove & Hartzog, supra note 27, at 587 (“[p]rivacy law in the United States has developed in a fragmented fashion and is currently a hodgepodge of various” legal mechanisms).

33 See Ryan Moshell, … And Then There Was One: The Outlook for a Self-Regulatory United States Amidst a Global Trend Toward Comprehensive Data Protection, 37 TEX. TECH L. REV. 357, 372 (2005) (“[T]he United States has always leaned on a sectoral approach [to data protection] under which … highly specific legislation merely tempers industry rather than directing it.”); Reidenberg, supra note 26, at 877 (noting that in America, data “privacy is protected only through an amalgam of narrowly targeted rules”).

34 See, e.g., Solove & Hartzog, supra note 27, at 587 (“[P]rivacy law in the United States is sectoral, with
For example, certain types of sensitive consumer health data are protected under the Health Insurance Portability and Accountability Act (HIPAA). The Gramm-Leach-Bliley Act (GLBA) regulates specific types of financial information, while the Fair Credit Reporting Act focuses on consumer credit reports. The Children’s Online Privacy Protection Act (COPPA) protects the online privacy interests of children twelve and under. Other federal statutes address the privacy of video rental and sale records, cable communications, driving records, and consumer telephone numbers. And alongside this matrix of federal laws, there is also a separate patchwork of state data security laws that covered companies must comply with.

The United States’ piecemeal approach to regulating data security has both advantages and drawbacks. A sector-focused *modus operandi* permits greater context specificity, injecting regulations with a more nuanced take on the unique data security issues that particular industries face. In addition, government officials and industry representatives suggest that the current framework enables U.S. industries to maintain an impressive pace of technological innovation. Yet different laws regulating different industries and economic sectors.”)

---


40 See, e.g., CAL. CIV. CODE § 1798.81.5 (West 2009) (“[A] business that owns or licenses personal information about a California resident [must] implement and maintain reasonable security procedures and practices appropriate to the nature of the information, to protect the personal information from unauthorized access, destruction, use, modification, or disclosure.”); OR. REV. STAT. ANN. §§ 646A.622(1)–(2) (West 2011) (“Any person that owns, maintains or otherwise possesses data that includes a consumer’s personal information that is used in the course of the person’s business, vocation, occupation or volunteer activities must develop, implement and maintain reasonable safeguards to protect the security, confidentiality and integrity of the personal information.”).

41 See, e.g., Richards et al., supra note 31, at 2 (discussing the pros and cons of the American privacy and data security regulatory schemata).

the U.S. approach inevitably leads to gaps in coverage. High-profile sectors of the economy, such as e-commerce, social media, smartphone apps, and Internet search engines, all lack specifically tailored data protection statutes. Although these industries do not go unregulated, the conspicuous absence of particularized data protection laws in these increasingly pivotal industries weakens the entirety of the federal regulatory scheme. Although public officials in the executive and legislative branches have proposed the adoption of comprehensive data security laws, these attempts have failed to gain significant traction.

A. The Federal Trade Commission: America’s Primary Data Regulator

From this hodgepodge of data security regulation, the Federal Trade Commission has emerged as the “de facto” data protection authority. Using its broad statutory authority to protect consumers against “unfair or deceptive acts or practices,” the FTC has distinguished itself in the data security landscape.

43 See Andrea M. Matwyshyn, Material Vulnerabilities: Data Privacy, Corporate Information Security, and Securities Regulation, 3 BERKLEY BUS. L. J. 129, 169–70 (2005) (“Creating enclaves of superior data security for data related to children online, some financial information, and some health data will not alleviate the weak information security in other parts of the system and will not substantially diminish information crime.”).


45 As will be explained below, the Federal Trade Commission is authorized to regulate data security under Section 5 of the Federal Trade Commission Act of 1914. See 15 U.S.C. § 45 (2012).


49 See Steven Hetcher, The De Facto Federal Privacy Commission, 19 J. MARSHALL J. COMPUTER & INFO. L. 109, 131 (2000) (“[T]he FTC is fairly viewed as a nascent, de facto federal privacy commission.”); see also Hartzog & Solove, supra note 10, at 2236 (“[T]he FTC has evolved into the broadest and most powerful data protection agency in the United States.”).


Unlike other consumer protection agencies, whose efforts are limited to specified sectors of the American economy, the FTC can regulate digital security across a wide variety of industries.\textsuperscript{52} And the FTC has tangible results to show for it: Since 2002, the Commission has brought over sixty data security enforcement actions.\textsuperscript{53} These enforcement actions have alleged both unfair and deceptive data security practices, and have largely resulted in settlement agreements that impose remedial measures on offending entities.\textsuperscript{54} Although commentators often evaluate the effectiveness of FTC data security regulation,\textsuperscript{55} there is little debate concerning the Commission’s authoritative stature in the field.

The subsections below will provide an overview of the FTC’s authority in the data security regulatory environment. In Part I.A.1, the historical underpinnings of the FTC’s consumer protection authority are outlined. Next, in Part I.A.2, the requisite elements that must support every FTC determination on data security are described. Last, Part I.A.3 explains the Commission’s authority to bring enforcement proceedings.

\textbf{1. A Brief Survey of the FTC’s Consumer Protection Authority}

Conceived in the throes of anti-business sentiment, the Federal Trade Commission was established by the Federal Trade Commission Act of 1914 (the “FTC Act”).\textsuperscript{56} Armed with substantial congressional authority, the FTC set out on its herculean mission: to “protect consumers and promote competition.”\textsuperscript{57} In its infancy, the FTC’s sole task was to reign in monopolies and enforce fair comprehensive federal regulatory scheme … it is not surprising that the Federal Trade Commission has begun requiring reasonable data security for entities not covered by existing, industry-specific federal regulations.”).\textsuperscript{52}

See \textit{id.; see also} 15 U.S.C. § 45(a)(2) (2012) (providing the FTC with enforcement authority over “persons, partnerships, or corporations,” subject to several exceptions).


\textsuperscript{55} Compare, e.g., Hartzog & Solove, supra note 10, at 2236 (“[T]he FTC has evolved into the broadest and most powerful data protection agency in the United States.”), \textit{with e.g.}, Michael D. Scott, \textit{The FTC, the Unfairness Doctrine, and Data Security Breach Litigation: Has the Commission Gone Too Far?}, 60 \textit{Admin. L. Rev.} 127, 183 (2008) (arguing that the FTC does not provide meaningful notice of what constitutes unfair data security practices).

\textsuperscript{56} See, e.g., Marc Winerman, \textit{The Origins of the FTC: Concentration, Cooperation, Control, and Competition}, 71 \textit{Antitrust L.J.} 1 (2003) (providing an in-depth review of the FTC’s founding).

competition. Yet in the mid-1930s, amid growing public concern over the dangers of false advertising, and on the heels of Supreme Court decisions narrowing the reach of the FTC Act, Congress extended the FTC’s mandate to explicitly encompass consumer protection. Under Section 5(a) of the FTC Act, Congress provided the FTC with broad authority to “prevent persons, partnerships or corporations … from using … unfair or deceptive acts or practices in commerce.” In the nearly eighty years since, the FTC has used its Section 5(a) authority to enforce “unfair” and “deceptive” business practices in an impressive array of fields, including advertising, packaging and labeling, product warranties, and consumer privacy.

---


60 See FTC v. Raladam Co., 283 U.S. 643, 654 (1931) (holding that unless a respondent’s unfair acts or practices were proved to have injured actual or potential competitors, the FTC was powerless to prevent their use, irrespective of their injurious effect on the public); FTC v. Gratz, 253 U.S. 421, 427 (1920) (“The words ‘unfair method of competition’ are not defined by the statute and their exact meaning is in dispute. It is for the courts, not the commission, ultimately to determine as a matter of law what they include.”).


66 See, e.g., FTC v. Wyndham Worldwide Corp., 799 F.3d 236, 243 (3d Cir. 2015) (affirming the FTC’s authority to regulate data security).
Congress notably declined to give the terms “unfair” and “deceptive” static meanings, and instead deferred this ongoing interpretive task to the FTC, which was more nimble and focused in addressing evolving consumer problems. In carrying out this interpretive function, the FTC has provided the regulated community with notice of what constitutes “unfair or deceptive acts or practices” through a variety of means, including non-binding guidance documents, case-by-case enforcement proceedings, and the promulgation of Trade Regulation Rules (TRRs). The following subsection will briefly trace the development of the “deception” and “unfairness” prongs in order to provide a framework by which the FTC exerts its Section 5(a) authority in the data security context.

2. Section 5: Unfair or Deceptive Acts or Practices

When Congress amended Section 5 of the FTC Act in 1938, it intentionally declined to define the critical terms “unfair” and “deceptive,” and instead delegated this task to the FTC. To this day, the FTC continues to develop the boundaries of what constitutes “unfair” and “deceptive” business practices in order to better protect consumers and provide fair notice to regulated entities.

The FTC’s most comprehensive attempt to define “deceptive” business practices is contained within the 1983 FTC Policy Statement on Deception.
The Statement supplied the Commission’s view that a deception claim must allege a (1) material (2) representation, omission, or practice (3) that is likely to mislead a consumer who is acting reasonably in the circumstances.75 Therefore, in determining whether a particular act or practice is deceptive, the FTC has indicated that the conduct in question need not actually mislead consumers; a likelihood of deception is sufficient.76 Moreover, the FTC will consider the allegedly deceptive conduct from the perspective of an ordinary and prudent consumer.77 Although the Policy Statement on Deception is a nonlegislative rule that the FTC could abandon at any time,78 it has proven to be a robust test that continues to inform agency enforcement actions.79

In tandem, Section 5(a) of the FTC Act authorizes the Commission to administer the prohibition of “unfair” business practices, which are legally distinct from “deceptive” ones.80 Initially, the FTC developed the elements of an unfair business practice principally through agency adjudication.81 After unsuccessfully experimenting with an unfairness standard that considered whether the act in question was “immoral, unethical, oppressive, or unscrupulous,” the Commission sought to reorganize its conception of unfairness.82 The resulting document, known as the 1980 Policy Statement on

---

75 See Policy Statement on Deception, supra note 74 (“[T]he Commission will find deception if there is a representation, omission or practice that is likely to mislead the consumer acting reasonably in the circumstances, to the consumer’s detriment.”).

76 See id. (“The issue is whether the act or practice is likely to mislead, rather than whether it causes actual deception.”).

77 See id. (“The Commission believes that to be deceptive the representation, omission or practice must be likely to mislead reasonable consumers under the circumstances.”).

78 See 5 U.S.C. § 553(b)(A) (2012) (stating that notice-and-comment requirements do not apply “to interpretive rules, [and] general statements of policy”); see also HOOFNAGLE, supra note 59, at 123 (“At any time, the Commission could abandon the Deception Statement formally.”).

79 See, e.g., Complaint, Petco Animal Supplies, Inc., 139 F.T.C. 102, 104–05 (2005) (alleging defendant engaged in unfair or deceptive business practice when it failed to provide appropriate security); Complaint, Microsoft Corp., 134 F.T.C. 709, 714–15 (2002) (charging company with deceptive business practice for collecting information beyond what was provided for in its privacy policy).


81 See FTC v. Wyndham Worldwide Corp., 799 F.3d 236, 243 (3d Cir. 2015) (Finding that in the decades after the passing of the Wheeler-Lea Act, “the FTC interpreted the unfair-practices prong primarily through agency adjudication”). Agencies are permitted to exercise discretion when choosing to proscribe policy either through rulemaking or adjudication. See SEC v. Chenery Corp. (Chenery II), 332 U.S. 194, 202 (1947).

82 See, e.g., Statement of Basis and Purpose of Trade Regulation Rule, Unfair or Deceptive Advertising and Labeling of Cigarettes in Relation to the Health Hazards of Smoking, 29 Fed. Reg. 8324, 8355 (July 2, 1964) (to be codified at 16 C.F.R. pt. 408). Hoofnagle notes that after the FTC prescribed the “cigarette rule” unfairness criteria, it “began using unfairness in a number of rulemaking efforts, against politically powerful businesses and in situations with more moral ambiguity,” resulting in mixed regulatory success. HOOFNAGLE, supra note 59, at 131.
Unfairness, enumerated definite criteria that the FTC would thereafter look to when singling out an act or practice as unfair.\(^{83}\)

In 1994, Congress codified the unfairness elements into Section 5(n) of the FTC Act.\(^{84}\) Section 5(n) reads:

The Commission shall have no authority … to declare unlawful an act or practice on the grounds that such an act or practice is unfair unless the act or practice causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or competition. In determining whether an act or practice is unfair, the Commission may consider established public policies as evidence to be considered with all other evidence. Such public policy considerations may not serve as a primary basis for such determination.\(^{85}\)

Thus, in any adjudicatory or rulemaking proceeding concerning unfairness, the FTC must show that the act or practice in question (1) causes or is likely to cause substantial injury to consumers (2) that is not reasonably avoidable by consumers themselves and (3) not outweighed by countervailing benefits to consumers or competition.\(^{86}\) As such, Section 5(n) has served to limit the FTC’s authority to declare certain acts or practices unlawful on unfairness grounds.\(^{87}\) If the Commission fails to convincingly prove the three elements in a rulemaking or adjudicatory proceeding, it risks judicial rebuke.\(^{88}\)

---


86 See id.

87 See Solove & Hartzog, supra note 27, at 638 (“In many ways, the FTC’s unfairness jurisdiction is quite limited.”).

88 See 15 U.S.C. § 45(n) (2012) (“The Commission shall have no authority under … section [45] or section 57a of this title to declare unlawful an act or practice on the grounds that such an act or practice is unfair unless the act or practice causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.”).
Of the criteria, substantial consumer injury “carries the greatest weight in an unfairness analysis.” According to the FTC, substantial injury can result from acts or practices “causing a very severe harm to a small number” of people or a “small harm to a large number [of] people.” Typically, speculative and subjective harms are rejected in favor of more concrete harms related to financial, health, and safety risks.

The second element, practical unavoidability, seeks to enshrine effective consumer decision-making, particularly when “seller behavior … unreasonably creates or takes advantage of an obstacle to the free exercise of consumer decision-making.” Finally, the countervailing benefits element ensures that unfair business practices are “injurious in [their] net effects.” When balancing the allegedly unfair practice with countervailing benefits, the FTC will consider strains that may be imposed by a remedy, including the costs to businesses and consumers, as well as “burdens on society in general in the form of increased paperwork, increased regulatory burdens on the flow of information [and] reduced incentives to innovation and capital formation….”

3. Enforcing Violations of Section 5

To give teeth to the FTC’s bite, Congress endowed the Commission with two means of enforcing violations of Section 5(a): administrative proceedings and judicial enforcement in federal district court.

After conducting an investigation, the Commission may elect to enforce an allegedly unfair or deceptive practice via administrative proceeding, which it

---

90 Id. at 1073 (“The Commission is not concerned with trivial or merely speculative harms.”).
91 Id. at 1074.
92 Id. at 1073.
93 Id. at 1073–74.
95 See § 53(a)–(b).
96 See id. § 46(a) (providing the FTC with the power to “gather and compile information concerning, and to investigate from time to time the organization, business, conduct, practices, and management of any person, partnership, or corporation engaged in or whose business affects commerce”).
commences by drafting an administrative complaint. The subject of an FTC complaint can either settle or contest the proceeding. In the data security context, nearly every complaint has resulted in settlement. FTC settlement agreements, known as consent orders, cannot impose first-step financial penalties and do not require the regulated entity to admit liability. However, they do compel the settling party to implement prospective remedial measures, typically in the form of a revised data security program. If the FTC determines that a settling party has failed to comply with a consent order, only then can it levy civil penalties for each violation.

If the subject of a complaint decides to challenge the FTC’s determination, it is afforded the opportunity to do so in a hearing before an administrative law judge (ALJ). After the ALJ issues an initial decision, either party may appeal to the active commissioners, who may review the ALJ’s findings of fact and

---

98 See id. § 45(b). Before filing a complaint, the active FTC commissioners must vote on the matter, taking into account the merits of the claim and whether enforcement would be in the public interest. See id. (“If it shall appear to the Commission that a proceeding … would be in the interest of the public,” it may initiate one); 16 C.F.R. § 3.11(a) (2018) (“An adjudicative proceeding is commenced when an affirmative vote is taken by the Commission to issue a complaint.”).

99 See id. § 45(m)(3) (“The Commission may compromise or settle any action for a civil penalty if such compromise or settlement is accompanied by a public statement of its reasons and is approved by the court.”).

100 See id. § 45(b).

101 See Solove & Hartzog, supra note 27, at 610–11 (noting that as of 2014, the FTC had “issued over 170 privacy-related complaints against companies. Yet virtually every complaint has either been dropped or settled”). But see FTC v. Wyndham Worldwide Corp., 799 F.3d 236 (3d Cir. 2015). For a comprehensive review of the factors motivating this result, see Solove & Hartzog, supra note 27, at 611–13 (citing the financial and reputational costs associated with negotiation and litigation, agency deference afforded by reviewing courts, and the ability to settle without admitting wrongdoing).

102 See 16 C.F.R. § 2.32 (2018) (a consent order “may state that the signing thereof is for settlement purposes only and does not constitute an admission by any party that the law has been violated as alleged in the complaint”).

103 See, e.g., Order, BJ’s Wholesale Club, Inc., 2005 WL 2395788 at *3 (F.T.C. Sept. 20, 2005) (No. 042-3160) (“It is so ordered that Respondent … establish and implement, and thereafter maintain, a comprehensive information security program that is reasonably designed to protect the security, confidentiality, and integrity of personal information collected from or about consumers.”).

104 See 15 U.S.C. § 45(j) (2012) (authorizing the Commission to obtain civil penalties of up to $10,000 per violation of a final order); 16 C.F.R. § 1.98(c) (2019) (raising the per-violation penalty to $42,530 to account for inflation). Because each day of noncompliance is considered a violation, these civil penalties can quickly add up to substantial sums. See, e.g., Press Release, Fed. Trade Comm’n, LifeLock to Pay $100 Million to Consumers to Settle FTC Charges It Violated 2010 Order (Dec. 17, 2015), https://www.ftc.gov/news-events/press-releases/2015/12/lifelock-pay-100-million-consumers-settle-ftc-charges-it-violated.


106 Here, the “Commission” refers to the five individual commissioners of the FTC, who are appointed by the President. See Commissioners, FED. TRADE COMMISSION, https://www.ftc.gov/about-ftc/commissioners (last visited Oct. 11, 2018).
conclusions of law.107 Once the commissioners enter a final decision, the FTC issues a cease and desist order against the regulated entity.108 Yet the subject of the order has one last opportunity at a favorable outcome: It may challenge the Commission’s final decision in the appropriate federal appellate court.109

Alternatively, under the judicial enforcement model, the FTC may file complaints alleging unfair or deceptive business practices directly in federal district court, seeking temporary restraining orders, preliminary injunctions, or consumer redress.110 Much like the administrative model, many of these judicial proceedings result in settlement,111 whereby the FTC lacks the authority to impose civil penalties unless the settlement order is violated.112

In addition to the regulatory powers outlined above, the FTC has one final means of enforcing unfair or deceptive data security acts or practices: rulemaking. The coming Section will explore this critical function.

B. The FTC’s Rulemaking Authority

Under Section 18 of the FTC Act, the Commission is empowered to promulgate rules that identify specific unfair or deceptive acts or practices.113 These rules provide the regulated community notice of what constitutes an unfair or deceptive business practice, as well as a road map for successful

---

107 See 16 C.F.R. §§ 3.52, 3.54.
108 See 15 U.S.C. § 45(b) (2012) (“If upon such hearing the Commission shall be of the opinion that the method of competition or the act or practice in question is prohibited … it shall … issue … an order requiring [the party] to cease and desist from” the unfair or deceptive practice).
109 See id. § 45(e). The appropriate federal appellate court has the “power to make and enter a decree affirming, modifying, or setting aside the order of the Commission, and enforcing the same to the extent that such order is affirmed.” Id.
compliance. If the FTC finds that an entity is engaging in an unfair or deceptive act as defined by a legally binding trade regulation rule (TRR), it may pursue an enforcement action against the violator in an effort to obtain civil penalties or provide consumers with redress. The FTC’s rulemaking capacity can be bifurcated into two categories: nonlegislative and legislative.

1. Nonlegislative Rules

As prescribed in the FTC Act, nonlegislative rules are “interpretive rules and general statements of policy with respect to unfair or deceptive practices.” Guidance documents, as they are commonly referred to, are unencumbered by the procedural constraints of notice-and-comment rulemaking. Agency policy statements strive to “advise the public prospectively of the manner in which the agency proposes to exercise a discretionary power.” Interpretive rules reflect the agency’s contemporaneous interpretation of its organic statute and lay out how the agency views its administrative function. Indeed, regulated entities typically seek out guidance documents, as they may supply a relevant framework for compliance. However, the influence of nonlegislative rules is not limitless: Agencies are not unilaterally bound by them and reviewing courts are only obligated to give them deference according to their persuasive force.

114 See Stegmaier & Bartnick, supra note 51, at 710 (“Rulemaking likely is the best method for providing authoritative, detailed guidance so that entities know how to comply with the law.”).
115 See 15 U.S.C. § 45(m)(1)(A) (“The Commission may commence a civil action to recover a civil penalty in a district court of the United States against any person, partnership, or corporation which violates any rule under this subchapter respecting unfair or deceptive acts or practices…”); id. § 57b(a)-(b) (“If … any person, partnership, or corporation violates any rule under this subchapter respecting unfair or deceptive acts or practices” then the Commission may commence a civil action … “for relief … necessary to redress injury to consumers.”).
116 See id. § 57a(a)(1)(A)–(B).
117 Id. § 57a(a)(1)(A).
118 See 5 U.S.C. § 553(b)(A) (2012) (“[T]his subsection does not apply to interpretive rules, general statements of policy or rules of agency organization, procedure or practice.”).
119 U.S. DEP’T OF JUSTICE, ATTORNEY GENERAL’S MANUAL ON THE ADMINISTRATIVE PROCEDURE ACT 30 n.3 (1947).
120 See, e.g., Robert A. Anthony, Interpretive Rules, Policy Statements, Guidances, Manuals, and the Like—Should Federal Agencies Use Them to Bind the Public?, 41 DUKE L.J. 1311, 1325 (1992) (“An interpretive rule is an agency statement that was not issued legislatively and that interprets language of a statute … that has some tangible meaning.”).
121 See, e.g., PETER L. STRAUSS ET AL., GELLHORN AND BYSE’S ADMINISTRATIVE LAW CASES AND COMMENTS 190 (11th ed. 2011) (discussing “the important benefits that guidance documents can bring”); Solove & Hartzog, supra note 27, at 626 (“Companies take the guidance in these materials seriously.”).
122 See, e.g., Am. Mining Cong. v. Mine Safety & Health Admin., 995 F.2d 1106, 1111 (D.C. Cir. 1993) (“A non-legislative rule’s capacity to have a binding effect is limited.”).
123 See Skidmore v. Swift & Co., 323 U.S. 134, 140 (1944) (holding that an administrative agency’s interpretive rules deserve deference according to their persuasiveness); see also 5 U.S.C. § 552(a)(2) (2012)
In the context of data security, the FTC has provided the regulated public with a substantial body of nonlegislative guidance. FTC data security guidance documents range from issue- and industry-specific data security compendiums, to more generalized handbooks and resources that cut across business sectors. For example, the FTC’s 2016 Protecting Personal Information: A Guide for Business offers concrete steps that regulated entities can take to better protect their consumer data and avoid FTC enforcement action.

While these guidance documents provide much-needed insight into the FTC’s evolving conception of best practice, critics claim it is unclear exactly which recommendations the Commission will consider as mandatory components of a legally permissible data security program. But such uncertainty is inherent. As nonlegislative rules, data security guidance documents do not purport to carry the force of law. Yet even without binding authority, these materials influence the security practices of attentive firms. Thus, for companies in search of best practice guidance, FTC data security nonlegislative rules represent a meaningful yet incomplete source of interpretive aid in the pursuit of compliance.

(stating that an agency’s guidance documents may be “cited as precedent” if published); United States v. Mead Corp., 553 U.S. 218, 226–27 (2001) (holding that absent Congressional intent concerning the force of law, nonlegislative rules are not entitled to Chevron deference).


127 Such steps deal with data inventory, physical and electronic security, authentication, firewalls, employee training, breach detection, proper data deletion and the creation of security incidence response plans. See Protecting Personal Information, supra note 126.

128 See Solove & Hartzog, supra note 27, at 626 (discussing common criticisms of the FTC’s data security guidance documents); see also Justin Hurwitz, Data Security and the FTC’s UnCommon Law, 103 Iowa L. Rev. 1003, 1012 (2016) (criticizing the effectiveness of FTC data security guidance documents on grounds that firms will not seek them out organically, but will instead seek guidance from industry specific regulators, and local business and corporate law).

129 See generally Strauss et al., supra note 121, at 190 (noting that when “agencies are limited in their ability to indicate acceptable approaches to meeting a standard in common contexts, [guidance-based] standards may carry … uncertainty”).

130 See supra notes 118, 122.

131 See Solove & Hartzog, supra note 27, at 626 (arguing that “[c]ompanies take the guidance in [nonlegislative rules] seriously”).

132 See id. (noting that despite a lack of clarity as to “which parts of [the FTC’s guidance documents] are mandatory and which parts are simply best practices … these materials have weight”).
2. Legislative Rules: The Magnuson-Moss Act & Trade Regulation Rules

The FTC also enjoys the authority to promulgate legislative rules that legally bind both agency and public actions.133 Under the Magnuson-Moss Warranty–Federal Trade Commission Improvement Act,134 the FTC may enact legislative rules “which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce.”135 These rules, known as trade regulation rules (TRRs),136 may also “include requirements prescribed for the purpose of preventing [unfair or deceptive] acts or practices.”137

The procedural requirements imposed by Magnuson-Moss rulemaking138 are unique in that they are greater than what is required under the Administrative Procedure Act’s baseline notice-and-comment rulemaking,139 yet less onerous than formal rulemaking.140 Thus, Magnuson-Moss rulemaking falls into the relatively rare category of “hybrid” rulemaking.141 A defining feature of Magnuson-Moss procedure is public participation, a principle that is interwoven throughout the administrative state.142 For example, Magnuson-Moss

---

133 See Nat’l Petroleum Refiners Ass’n v. FTC, 482 F.2d 672, 678, 698 (D.C. Cir. 1973); STRAUSS ET AL., supra note 121, at 110 (“If authorized by statute and adopted through the required procedures, regulations have legally binding effect on government and citizens alike, until displaced by statute or other validly adopted regulations.”).


Except as provided in subsection (h) of this section, the Commission may prescribe … rules which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce (within the meaning of section 45(a)(1) of this title), except that the Commission shall not develop or promulgate any trade rule or regulation with regard to the regulation of the development and utilization of the standards and certification activities pursuant to this section. Rules under this subparagraph may include requirements prescribed for the purpose of preventing such acts or practices.

136 See FED. TRADE COMM’N, OPERATING MANUAL § 7.2.2 (1971) [hereinafter OPERATING MANUAL]. All existing TRRs may be found in Title 16 of the Code of Federal Regulations under subchapter D. See 16 C.F.R. §§ 408–460 (2018).


138 See 25 U.S.C. § 57a(b) (“Procedures Applicable”); id. § 57a(c) (“Informal Hearing Procedure”); id. § 57a(d)(1) (“Statement of Basis and Purpose Accompanying Rule”); see also OPERATING MANUAL, supra note 136, § 7.3.2.


140 See id. §§ 556–557 (prescribing the procedural requirements of formal rulemaking).

141 See STRAUSS ET AL., supra note 121, at 129 n.3 (noting that the Federal Trade Commission Improvements Act of 1975 is one of the statutes that imposes “hybrid” rulemaking processes”).

142 See, e.g., William Funk, Public Participation and Transparency in Administrative Law–Three
rulemaking requires the FTC to “provide for an informal hearing” in which interested parties are entitled to present evidence and, if necessary, cross-examine witnesses. In addition, the FTC must provide advanced notice of proposed rulemaking to Congress, consider regulatory alternatives, and make a determination that the allegedly unfair or deceptive activity is “prevalent.” The Commission is also obligated to publish a “statement of basis and purpose to accompany” the final TRR. Finally, throughout the process, the FTC must compile a “rulemaking record” to be used in case of judicial review.

The Magnuson-Moss Act also gives the FTC authority to meaningfully enforce TRRs. If a regulated entity engages in one of the unfair or deceptive business practices identified by a TRR, the FTC may pursue the violator for civil penalties and consumer redress in a federal district court. Because the FTC lacks authority to lead with civil penalties under its case-by-case adjudicatory enforcement model, this statutory authorization provides the FTC with a potent means of deterring noncompliance.

To date, the FTC has yet to exercise its Magnuson-Moss rulemaking authority in the information security setting. As such, regulated entities cannot look to a specific TRR when seeking to comply with the FTC’s data security


See id. § 57a(b)(2)(B).
See id. § 57a(b)(1)(B).
See id. § 57a(b)(3).
147 See id. § 57a(d)(1). The Statement of Basis and Purpose must include “(A) a statement as to the prevalence of the acts or practices treated by the rule; (B) a statement as to the manner and context in which such acts or practices are unfair or deceptive; and (C) a statement as to the economic effect of the rule, taking into account the effect on small business and consumers.” Id. § 57a(d)(1)(C).
148 See id. § 57a(e)(3)(A) (stating that a reviewing court may set aside a rule as unlawful if it “finds that the Commission’s action is not supported by substantial evidence in the rulemaking record”). The rulemaking record must consist of the rule, its statement of basis and purpose, public hearing transcripts, written submissions, and “any other information which the Commission considers relevant to such rule.” Id. § 57a(e)(1)(B).
149 See id. § 45(m)(1)(A) (“Civil Actions for Recovery of Penalties for Knowing Violations of Rules”); id. § 57b(a)(1).
150 See id. § 57b(a)(1); see also OPERATING MANUAL, supra note 136, § 7.3.28.2 (“Enforcement of TRR’s”).
151 See, e.g., Prepared Statement of the Fed. Trade Comm’n, Oversight of the Fed. Trade Comm’n, Comm. on Energy and Commerce at 6 (July 18, 2018) (“Section 5 does not provide for civil penalties, reducing the Commission’s deterrent capability.”); Stegmaier & Bartnick, supra note 51, at 706 (arguing that “the potentially large penalty for noncompliance … involving data security can dramatically affect a business, particularly small Internet companies whose entire business is based on data”).
152 See HOOFNAGLE, supra note 59, at 56 (“[T]he FTC has not sought to promulgate rules for privacy”).
requirements. The dominant narrative presumes that Magnuson-Moss rulemaking procedures are inefficient and overly time-consuming. Moreover, critics believe that the rapid pace of digitalization will render any data security rule outdated upon promulgation. While it is true that technology is progressing at a rapid pace, this reality does not necessarily preclude the articulation of a sensible and coherent rule-based data security standard. The FTC’s administrative flexibility and data security know-how suggest that the Commission is both well qualified and well suited to promulgate a rule. So too, the many benefits that may result from rulemaking stand to reinforce the FTC’s mission of protecting U.S. consumers. Although the effort will be considerable, the FTC can and should use its Congressional rulemaking authority to codify the baseline rules of consumer data protection.

In the context of data security, the Federal Trade Commission has broad authority to enforce “unfair or deceptive acts or practices.” Both the FTC and Congress have narrowed the scope of unfairness and deception by disclosing and codifying certain elements that must back up any Section 5 action. Since it entered the world of data security enforcement, the FTC has primarily policed inadequate practices through an informal adjudicatory model, entering into settlement orders with remedial force. And although the FTC retains the authority to promulgate a rule-based data security standard under the FTC Act, it has repeatedly declined to do so. As the next Part will show, recent developments in the FTC’s enforcement efforts have altered the landscape, and suggest that a new approach may be forthcoming.


154 See, e.g., HOOFNAGLE, supra note 59, at 102 (“[I]f a general, online privacy rule-making were started, it simply would be stale by its implementation date.”).

155 See Stegmaier & Bartnick, supra note 51, at 713 (“The rapid rate of technological progress should be no bar to crafting definite, coherent [data security] regulations.”).

156 15 U.S.C. § 45(a) (2012); see also FTC v. Wyndham Worldwide Corp., 799 F.3d 236, 240, 259 (3d Cir. 2015) (“We thus affirm the District Court’s decision” that “the FTC has authority to regulate cybersecurity under the unfairness prong” of Section 5).

157 See supra Part I.A.2.

158 See, e.g., Stegmaier & Bartnick, supra note 51, at 693 (“The FTC also typically requires entities subject to a consent order involving data-security matters to implement the data-security practices it announces in its consent orders.”).

159 See id. (commenting on “the FTC’s declination to use its existing rulemaking authority to clarify its data-security expectations”).
II. RECENT FTC DEVELOPMENTS IN DATA SECURITY

Although the FTC has proved to be a competent data security regulator, recent events have highlighted the need for a sensible shift in approach. To date, the FTC has cautiously enforced unlawful data security by issuing complaints and settling allegations of unfair and deceptive practices. These complaints and settlement agreements, in combination with guidance documents and judicial opinions, form the FTC’s privacy jurisprudence, which is recognized as the most influential federal regulatory force on data security. Taken together, the Commission’s jurisprudence provides regulated entities with legally adequate yet baseline fair notice of what constitutes an unfair or deceptive data security program.

In 2016, the FTC entered a final order against the medical testing company LabMD for engaging in unfair data security practices. In doing so, the Commission articulated a unique and innovative conception of “substantial consumer injury” in the data security context. Two years later, the Eleventh Circuit vacated the Commission’s final order against LabMD on the narrow grounds that it lacked the specificity required to enforce it. The following Sections will recount these developments and lay out the FTC’s regulatory landscape moving forward. Part II.A examines the data security administrative complaint filed against LabMD. Tracing the FTC’s internal review of the complaint, the analysis highlights the Commission’s newly articulated conception of data breach harms and the important role it will serve moving forward. Part II.B explores the Eleventh Circuit’s rebuke of the final order entered against LabMD and the potential consequences that may result from the decision.

160 See, e.g., Stuart L. Pardau & Blake Edwards, The FTC, the Unfairness Doctrine, and Privacy by Design: New Legal Frontiers in Cybersecurity, 12 J. BUS. & TECH. L. 227, 242 (2017) (“After almost 20 years of investigating and enforcing internet privacy, the Commission has prosecuted a significant number of data security cases, and in those cases evolved a set of privacy principles.”).
161 See, e.g., Solove & Hartzog, supra note 27, at 619 (“[T]he FTC’s privacy cases nearly all consist of complaints and settlements.”).
162 See id. at 587 (“It is fair to say that today FTC privacy jurisprudence is the broadest and most influential regulating force on information privacy in the United States—more so than nearly any privacy statute or common law tort.”).
163 See FTC v. Wyndham Worldwide Corp., 799 F.3d 236, 257 (3d Cir. 2015) (noting that “courts regularly consider materials that are neither regulations nor ‘adjudications on the merits’” and “the FTC’s expert views about the characteristics of a ‘sound data security plan’ could provide legally sufficient notice to the regulated public”).
164 See Final Order, LabMD, Inc., No. C-9357 (F.T.C. July 28, 2016) [hereinafter LabMD Final Order], overruled by LabMD, Inc. v. FTC, 894 F.3d 1221 (11th Cir. 2018).
165 See infra Part II.A.
166 See LabMD, Inc., 894 F.3d at 1221.
A. LabMD at the FTC: Demystifying Consumer Data Breach Harms

In any civil action dealing with data breach liability, establishing injury is a critical threshold issue. For example, if an individual consumer plaintiff wishes to bring a private claim in federal court, he must demonstrate, under Article III standing doctrine, that he has suffered either an “actual” injury or an “imminent” injury that is “certainly impending.” If the plaintiff cannot do so, as is often the case, his claim will be dismissed. In this recurring scenario, the affected consumer is left with few meaningful opportunities to mend his data breach injury.

167 See, e.g., Opinion of the Comission at 9, LabMD, Inc., No. C-9357, (F.T.C. July 29, 2016) [hereinafter LabMD Comission Opinion] (finding that in a data security proceeding, “[t]he central focus of any inquiry regarding unfairness is consumer injury”), overruled by LabMD, Inc. v. FTC, 894 F.3d 1221 (11th Cir. 2018); Solove & Citron, supra note 10, at 739 (“The defining issue in a data breach lawsuit will be harm”).

168 Private data breach litigation is often filed in federal court under diversity jurisdiction. See 28 U.S.C. § 1332(a)(1) (2012). Data breach litigation filed in state court is often removed to federal court under the federal Class Action Fairness Act. See 28 U.S.C. § 1332(d); see also Solove & Citron, supra note 10, at 750 (explaining how data breach claims are brought in federal court).

169 See Monsanto Co. v. Geerston Seed Farms, 561 U.S. 139, 149 (2010) (“Standing under Article III of the Constitution requires that an injury be concrete, particularized, and actual or imminent; fairly traceable to the challenged action; and redressable by a favorable ruling.”).


171 See Solove & Citron, supra note 10, at 740 (highlighting “[t]he courts’ refusal to recognize data-breach harms”); see also, e.g., Beck v. McDonald, 848 F.3d 262, 276–77 (4th Cir. 2017) (declining to find standing when plaintiffs alleged enhanced risk of future identity theft and incurred actual costs in protecting against identity theft and credit devaluation); In re Zappos.com, Inc., Customer Data Sec. Breach Litig., 108 F. Supp. 3d 949, 958–59 (D. Nev. 2015) (dismissing case for failure to allege standing where 24 million consumer credit card numbers were stolen because plaintiffs did not show any misuse or unauthorized purchases). But see Spokeo, Inc. v. Robbins, 136 S. Ct. 1540, 1549 (2016) (noting that the risk of “intangible harm” may constitute “concrete harm” if the intangible harm shares a “close relationship to a harm that has traditionally been regarded as providing a basis for a lawsuit in English or American courts”). And while the Supreme Court’s recent decision in Spokeo may indicate that federal courts are altering their approach to data breach injuries, Spokeo’s application has been irregular. Compare Attias v. Carefirst, Inc., 865 F.3d 620, 629 (D.C. Cir. 2017) (finding that plaintiffs successfully alleged a substantial risk of harm “simply by virtue of the hack and the nature of the data that the plaintiffs allege was taken”), with Whalen v. Michaels Stores, Inc., 849 Fed. App’x 89, 90–91 (2d Cir. 2017) (case dismissed for lack of standing when plaintiff failed to allege a plausible threat of future fraud). For more information on data breach litigation statistics, see Sasha Romanosky et al., Empirical Analysis of Data Breach Litigation, 11 J. EMPIRICAL LEGAL STUD. 74 (2014).

172 Solove and Citron note that in data breach cases, “[t]he law has various tools to provide redress for injuries,” including state “data-breach-notification laws, regulatory enforcement, and litigation.” Solove & Citron, supra note 10, at 781. However, when litigation fails, they argue that data-breach-notification laws “do little to redress any injuries caused.” Id. With regard to regulatory enforcement, they contend that it “can be effective,” yet “is limited in its extensiveness, as regulatory agencies are only able to pursue a small number of cases.” Id. at 782; see also id. (“[I]ndividuals often have little say in whether [regulatory] enforcement actions are brought, and they lack much participation in the process. Regulatory enforcement waxes and wanes as agency priorities and personnel change.”).
In contrast to private actions, the FTC need not allege consumer data breach injuries sufficient to establish Article III standing. Instead, under Section 5(n) of the FTC Act, every FTC data security unfairness proceeding rests on a showing that the unfair data security practice in question “causes or is likely to cause substantial injury to consumers.” 173 But in the digital context, establishing a legally cognizable injury is delicate. 174 And because nearly every FTC unfairness proceeding has ended in a settlement, 175 public understanding of the Commission’s approach to recognizing consumer data breach harms has been limited to the vaguely worded allegations contained in administrative complaints. 176

This changed in 2016. In an opinion reversing a lower ALJ dismissal, the three acting FTC Commissioners 177 provided novel and valuable insight into how the Commission views its burden of establishing “substantial injury” in the data security context. 178 Back in 2013, the FTC filed an administrative complaint against LabMD, a medical testing company. 179 In its complaint, the Commission alleged that LabMD’s “failure to employ reasonable … measures to prevent unauthorized access to personal information” constituted “an unfair act or practice under” Section 5 of the FTC Act. 180 Specifically, LabMD had suffered a data breach in which various types of consumer medical data became publically available online. 181 Bucking the trend, LabMD chose not to settle. 182 In an ensuing decision, the FTC’s administrative law judge dismissed the

---


174 See, e.g., Solove & Citron, supra note 10, at 756 (noting that “[t]he nature of data-breach harms is a complex issue.”).

175 See Solove & Hartzog, supra note 27, at 611 n.120 (“Of the 154 [privacy] complaints reviewed for this Article, only six had no accompanying settlement agreement.”). For a discussion on the incentive structures that inform both the FTC and industry’s proclivity for settlement, see Hurwitz, supra note 128.

176 See, e.g., Complaint at 5–6, Trendnet, Inc., No. C-4426 (F.T.C. Jan. 16, 2014) (“The exposure of sensitive information through respondent’s [hacked] cameras increases the likelihood that consumers or their property will be targeted for theft or other criminal activity.”).

177 Although the FTC ought to have five commissioners, the opinion was adjudicated in July 2016, after former Commissioners Julie Brill and Joshua Wright had left the Commission but before their replacements had been sworn in. See Former Commissioners, Fed. Trade Comm’n, https://www.ftc.gov/about-ftc/biographies/former-commissioners (last visited Oct. 31, 2018).

178 LabMD Commission Opinion, supra note 167, at 9.

179 See id. at 1.

180 Id. at 5.

181 See id. at 3 (“[A] third party informed respondent that its June 2007 insurance aging report … was available on a P2P network through Limewire, a P2P file sharing application.”).

According to the ALJ, the Commission had failed to prove that LabMD’s data security practices “caused” or were “likely to cause” “substantial consumer injury” as required by the unfairness elements of Section 5(n). The ALJ interpreted the “likely to cause” requirement to mean “having a high probability of occurring or being true.” Looking to the facts, the ALJ concluded that the FTC had “proven the ‘possibility’ of harm, but not any ‘probability’ or likelihood of harm.”

Upon review, the three active FTC Commissioners unanimously rejected the ALJ’s decision and entered a final order against LabMD. In doing so, the Commissioners articulated two principles that embody the FTC’s consumer-friendly approach to recognizing data breach harms. First, the Commission explained that the “likely to cause” standard does not require “precise quantification” when showing that substantial consumer injury is probable. Instead, the Commissioners indicated that proof of a “significant risk of injury” would satisfy the standard. In determining whether a practice has caused “significant risk of injury,” the Commissioners illustrated a sliding-scale approach that considers the “likelihood … of the injury occurring” alongside the “magnitude or seriousness of the injury if it does occur.” Thus, if the severity of potential injury is great, a lesser showing of probability may satisfy the “likely to cause substantial injury” requirement. Because consumers face great difficulty in establishing the exact likelihood of future injury following a data breach, the FTC’s sliding-scale approach appears to favor consumers when the potential injury is severe.

Second, the Commissioners recognized that, in certain circumstances, subjective or emotional consumer harms may satisfy the “substantial injury”

---

184 See id. at 90–92.
185 Id. at 54.
186 Id. at 14.
188 See LabMD Commission Opinion, supra note 167.
189 Id. at 10.
190 Id. at 21 (“Unlike the ALJ, we agree with Complaint Counsel that showing a ‘significant risk’ of injury satisfies the ‘likely to cause’ standard.”).
191 Id. at 10.
192 Id. at 21 (“[A] practice may be unfair if the magnitude of the potential injury is large, even if the likelihood of the injury occurring is low.”).
193 See, e.g., Solove & Citron, supra note 10, at 739 (“More often than not, a plaintiff’s increased risk of financial injury and anxiety is deemed insufficient to warrant recognition of harm.”).
requirement, and therefore provide the basis for an unfairness claim. As a result of the LabMD breach, sensitive consumer medical information was exposed to the public. This included laboratory results for HIV, herpes, and prostate cancer testing. While the FTC knew of only one instance in which this medical information was viewed by a third party, it concluded that consumers’ attendant emotional and reputational harms were “real and substantial and thus cognizable under Section 5(n).” Although the opinion limited its recognition of actual emotional injuries to breaches involving sensitive medical data, this recognition is particularly significant when compared to the federal judiciary’s near-outright rejection of subjective consumer data breach harms.

Federal courts routinely dismiss consumer-led data security claims, highlighting the judiciary’s reluctance to appreciate the many ways in which a data breach may negatively impact the consumer. As a consequence, private remedies have thus far failed to provide an adequate means of post-data breach consumer redress. Yet recent FTC enforcement has demonstrated a flexible approach to recognizing these very harms, and as a result, stands to fill the remedial vacuum left by the courts. Even before identity theft or financial fraud occurs, the Commission may be satisfied that the severity of potential consumer harm is sufficient to support a data security unfairness claim. Moreover, the FTC will recognize actionable, subjective injuries when sensitive

---

194 See LabMD Commission Opinion, supra note 167, at 10 (“[I]n extreme cases, subjective types of harm might well be considered as the basis for a finding of unfairness.”). But see Policy Statement on Unfairness, supra note 83 (“Emotional impact and other more subjective types of harm … will not ordinarily make a practice unfair.”).
195 See id. at 17.
196 Id. at 19 (“We therefore conclude that the privacy harm resulting from the unauthorized disclosure of sensitive health or medical information is in and of itself a substantial injury under Section 5(n).”).
197 See, e.g., Solove & Citron, supra note 10, at 753 (“Plaintiffs have argued that data breaches caused them emotional distress (in particular, anxiety), but courts have rejected these claims nearly every time.”); see also, e.g., In re’ Barnes & Noble Pin Pad Litig., No. 12–cv–8617, 2013 WL 4759588, at *5 (N.D. Ill. Sept. 3, 2013) (“Emotional distress in the wake of a security breach is insufficient to establish standing.”).
198 Supra note 171 and accompanying text.
199 See, e.g., Solove & Citron, supra note 10, at 754 (“[C]ases are dismissed for lack of harm even when a company’s negligence has clearly caused a data breach. Even in the face of wrongful conduct by defendants, courts are denying plaintiffs redress.”).
200 See, e.g., Hartzog & Solove, supra note 10, at 2233–34 (“The FTC can regulate with a much different and more flexible understanding of harm than those focused on monetary or physical injury.”).
201 But see id. at 2294 (“[C]ompensatory remedies are better handled by tort law or other statutes because the FTC’s role is largely to discourage bad behavior, not to compensate affected parties.”).
202 See LabMD Commission Opinion, supra note 167, at 21 (“[A] practice may be unfair if the magnitude of the potential injury is large, even if the likelihood of the injury occurring is low.”).
medical information is implicated in a breach.\textsuperscript{205} This responsive conception of data breach harms, in combination with the Commission’s authority to obtain financial redress on behalf of consumers,\textsuperscript{206} suggests that the FTC is uniquely situated to bring enforcement actions that meaningfully compensate affected consumers.

Therefore, the FTC’s newly articulated conception of substantial injury represents a critical step in further developing the contours of a lawful data security program, and ought to be used by the Commission in any of the modes of regulation it chooses to proceed with. In any data protection unfairness action, be it an enforcement or rulemaking proceeding, the FTC must prove that the data security program in question “causes or is likely to cause substantial injury to consumers.”\textsuperscript{207} And because consumers have few viable routes to judicial redress following a data breach,\textsuperscript{208} the FTC’s flexible conception of injury stands to broaden its enforcement efforts and provide consumers with greater protection.

\textbf{B. LabMD at the Eleventh Circuit: The Virtues of Specificity}

Following its decision against LabMD, the FTC entered a final order against the medical testing company.\textsuperscript{209} The order required a number of remedial measures from LabMD, including the imposition of a “comprehensive information security program” as outlined by the FTC.\textsuperscript{210} LabMD responded by filing for judicial review in the Eleventh Circuit.\textsuperscript{211} In its ensuing decision, the court vacated the order on the narrow grounds that the mandated security overhaul lacked the specificity required to enforce it.\textsuperscript{212} Although \textit{LabMD} represents an embarrassing rebuke of the FTC and its vaguely-worded
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comprehensive data security overhauls, the decision did not reach the question of whether LabMD’s data security program constituted an unfair practice. Nonetheless, the decision strongly suggests that, in the future, the FTC must do something different.

LabMD appealed the Commission’s decision under two theories. First, and relevant to the above discussion on data breach harms, LabMD argued that its data security failures did not constitute an unfair act or practice under Section 5(a). The Eleventh Circuit essentially punted the issue and “assume[d] arguendo that the Commission [was] correct and that LabMD’s negligent failure[s] … constituted an unfair act or practice.” But because the court did not disturb the merits of the unfairness claim, the FTC should continue to use its newly articulated conception of substantial consumer injury in the data security context. And while the Commission’s substantial injury standard may once again be challenged in court, LabMD in no way compels the FTC to alter its understanding of data breach harms. Therefore, when undertaking any future data security regulatory action, be it rulemaking or enforcement proceeding, the FTC should continue to rely on its flexible understanding of substantial consumer injury.

Under the second theory, LabMD petitioned the court to rule on the enforceability of the FTC’s final order. The court focused on the mandated data security overhaul, which required LabMD to designate an employee to oversee its data security program, conduct a risk assessment, and design and implement “reasonable safeguards to control the risks identified through risk assessment.” The mandated overhaul was to last twenty years and required LabMD to retain a third-party auditor to periodically report to the FTC on compliance. The Eleventh Circuit vacated the order and held that the FTC’s mandated data security program was unenforceable because it did not “enjoin a specific act or practice” and said “precious little” on how the mandated program
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213 See id. at 1231 (“We will assume arguendo that the Commission is correct and that LabMD’s negligent failure to design and maintain a reasonable data-security program invaded consumers’ right of privacy and thus constituted an unfair act or practice.”).
214 See id. at 1230–31.
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217 See supra Part II.A.
218 See LabMD, Inc., 894 F.3d at 1231.
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could be implemented.221 The text of the final order offered “an indeterminable standard of reasonableness” that LabMD could not be expected to achieve absent explicit prohibitions.222 According to the court’s reasoning, if it were to rule otherwise, it would place federal district courts in the position of managing LabMD’s business obligations, a result Congress could not have envisioned.223

Beyond the vacated order, the long-term implications of the decision remain to be seen. The Eleventh Circuit made clear that if the Commission intends to continue imposing mandated data security overhauls, it must enjoin specific acts or practices that it deems to be unfair.224 And this directive is consequential for the Commission. The FTC concludes the vast majority of its data security enforcement actions through negotiated settlement.225 The documents accompanying these settlements, known as consent orders, frequently impose mandated data security overhauls closely resembling the one at issue in LabMD.226

At the time of this writing, the FTC has settled a handful of post-LabMD data security enforcement actions on the basis of its unfairness authority.227 Having peered into its crystal ball, the Commission is confident that its complaints and consent orders contain “major changes that improve data security practices and provide greater deterrence, within the bounds of our existing authority.”228 While the attendant complaints and consent orders do
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221 LabMD, Inc., 894 F.3d at 1237.
222 Id. at 1236.
223 See id. at 1237 (“The practical effect of repeatedly modifying the injunction at show cause hearings is that the district court is put in the position of managing LabMD’s business in accordance with the Commission’s wishes. It would be as if the Commission was LabMD’s chief executive officer and the court was its operating officer. It is self-evident that this micromanaging is beyond the scope of court oversight contemplated by injunction law.”).
224 See id. (“[T]he Commission’s cease and desist order is … unenforceable. It does not enjoin a specific act or practice.”).
225 Pardau & Edwards, supra note 160, at 243 (noting that “most of the [data security] cases where the FTC has pressed an unfairness argument have settled”).
226 See, e.g., Final Consent Order at 3, Fandango, LLC, No. C-4481 (F.T.C. Aug. 13, 2014) (Fandango must “establish and implement, and thereafter maintain, a comprehensive security program that is reasonably designed to (1) address security risks related to the development and management of new and existing products and services for consumers, and (2) protect the security, integrity and confidentiality of covered information, whether collected by respondent or input into, stored on, captured with, or accessed through a computer using respondent’s products or services”).
contain an additional scintilla of specificity, the Commission’s claim amounts
to premature self-promotion. Although no enforcement subject has sought to
challenge a consent order in federal court, it would not be unreasonable to
assume that one may test the waters and do so in the near future. And even if the
enforceability of such orders is in fact secure, the FTC’s claim of “improve[d]
data security practices” and “greater deterrence” is, at best, an untested
prophecy.

Yet there are additional tools “within the bounds of [the FTC’s] existing
authority” that the Commission would be well-advised to invoke. Rather than
specifying the exact unfair data security practices each time it files an order, the
FTC could promulgate a regulatory rule that outlines a uniform standard by
which all covered data security programs are to be evaluated. The final Part
of this Comment will make the case for such a route, and advocate steps for its
actualization.

III. THE PATH FORWARD: A RETURN TO MAGNUSON-MOSS RULEMAKING

The FTC stands at a proverbial data security crossroads. The Commission’s
regulatory authority in the domain of data security appears well-settled. Yet
the Eleventh Circuit’s decision in LabMD will almost certainly force the FTC
to reconsider its approach to enforcing unfair data security practices. Therefore,
the FTC must take a decisive step before it concludes its next data protection
case. All five of the current FTC Commissioners are new to the job, having been
sworn in between May and September of 2018. As issues of information
security continue to dominate headlines, it is reasonable to assume that the new
commissioners will want to stake their claim and assert FTC know-how into the
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future of data protection regulation. Moreover, the prospect of federal data security legislation remains uncertain.\textsuperscript{236} Although the political parties share a common goal, they have failed to translate their conflicting data security priorities into law,\textsuperscript{237} suggesting that the FTC holds an institutional advantage over the legislative branch.\textsuperscript{238} While several of the numerous proposed bills seek to empower the FTC with greater authority to regulate data security,\textsuperscript{239} the FTC cannot simply wait on Congress to act. It needs to take action.

The FTC should resurrect its Magnuson-Moss hybrid rulemaking authority and set out on an ambitious process to specify the contours of reasonable data security. Although some of the Commission’s past attempts at hybrid rulemaking took an unreasonable amount of time to complete,\textsuperscript{240} there are reasons to believe that the FTC is capable of promulgating a data security rule expeditiously. Despite the effort it will take, the structural advantages of a shift to rulemaking will enable the FTC to craft a workable data security standard that represents industry consensus.

Part III.A will begin by explaining why the FTC should rein in its tendency to make policy through adjudication and settlement, and instead promulgate a data security trade regulation rule. Armed with a well-crafted and focused regulatory standard, the FTC can provide enhanced legal clarity to a regulated community actively participating in the policymaking process. Consumers also stand to benefit from a shift to hybrid rulemaking. The FTC can enforce specific prohibited practices identified by the data security rule and seek compensation for injured consumers directly in federal district court. And the Commission is well prepared to do this: Having policed data security for nearly two decades, the United States’ de facto privacy regulator has developed a line of jurisprudence unrivaled on the federal level. Similarly, the FTC already has experience crafting data security rules. While these rules were specially authorized by Congress and narrowly tailored to address data security within
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\textsuperscript{238} Cf. Terry M. Moe & Scott A. Wilson, Presidents and the Politics of Structure, 57 L. & CONTEMP. PROBS. 1, 24–26 (1994) (arguing that the structural constraints of Congress give the executive branch an institutional advantage).

\textsuperscript{239} See, e.g., Consumer Privacy Protection Act, S. 2124, 115th Cong. (2017); Personal Data Notification and Protection Act, H.R. 3806, 115th Cong. (2017).

\textsuperscript{240} For example, the Used Motor Vehicle Trade Regulation Rule took nine years to promulgate, and the Funeral Industry Practices Rule took roughly seven years. See Jeffrey S. Lubbers, It’s Time To Remove the ‘Mossified’ Procedures for Removing FTC Rulemaking, 83 GEO. WASH. L. REV. 1979, 1988 (2015).
specific industries, they have laid the foundation for a broadly applicable data security rule.

Part III.B will examine how the FTC can formulate a rule that will survive judicial review. To do so, the FTC must resourcefully comply with Magnuson-Moss rulemaking procedure and take full advantage of the time-saving mechanisms supplied by Congress. The FTC must identify the boundaries of unfair data security with legally sufficient specificity and consider the proposed federal rule alongside comparable state data security statutes and regulations. Should the Commission give heed to these considerations, it can confidently presume that its final data security rule will survive judicial scrutiny. And once implemented, a data security rule will enable the FTC to more effectively regulate unlawful data protection practices, and in the process provide consumers with greater protection from the growing threats posed by digital harms.

A. Why the FTC Should Promulgate a Magnuson-Moss Data Security Rule

As a means of administrative policymaking, federal agencies enjoy the prerogative to choose between adjudication and rulemaking. Thus, until Congress indicates otherwise, the FTC is well within its discretion to continue setting data security policy under its current adjudicatory model. Yet the same discretion also enables the FTC to establish data security policy standards via Magnuson-Moss hybrid rulemaking. In _Chenery II_, the Supreme Court justified agency flexibility by highlighting circumstances in which an agency’s preference for one policymaking model may better suit its administrative priorities. Most germane to the FTC’s current track, the Court noted that case-by-case adjudication may be most appropriate when an “agency may not have had sufficient experience with a particular problem to warrant rigidifying its tentative judgment into a hard and fast rule.” At the dawn of its regulatory presence in data security, the FTC was right to favor an adjudicatory model. In
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242 See Nat’l Petroleum Refiners Ass’n v. FTC, 482 F. 2d 672, 683 (DC Cir. 1973) (“Chenery … and Bell Aerospace cannot be ignored, for they indisputably flesh out the contemporary framework in which both the FTC and this court operate and which we must recognize.”).
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such a novel and highly technical field, it risked rigidifying a rule that could prove obsolete in the face of technological innovation.  

While ad hoc adjudication and settlement were appropriate during the FTC’s initial foray into data security, the landscape has changed. The FTC has dealt extensively with data security, compiling an impressive body of experience in the field. And although the FTC has claimed that information technology is moving too quickly to effectively codify data security standards, contemporary FTC data security complaints do not look all that different than those issued a decade or more ago. Because many of the same data security inadequacies are still relevant today, the notion that a data security rule would be inoperative upon promulgation is being called into question. But should radically new data security principles come to light, the FTC can amend its rule to adapt to new technologies. As the dangers of inadequate data security remain pervasive, regulated entities will continue seeking definite guidance on how to secure consumer data. And in a climate of uncertain data security litigation, individual consumers are left with few avenues to obtain redress. Today, the advantages of a data security rule outweigh yesterday’s drawbacks, and suggest that both consumers and the regulated public would benefit from an altered course.
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253 In the field of competition, FTC Commissioner Rohit Chopra recently advocated for a shift away from adjudication and toward rulemaking as a means of policymaking. SeeFed. Trade Comm’n, Hearing #1 on Competition and Consumer Protection in the 21st Century Before the Fed. Trade Comm’n 7 (2018) (statement of Rohit Chopra, Comm’r) (“I see three major benefits to the FTC engaging in rulemaking under ‘unfair methods of competition,’ … [T]he current approach generates ambiguity, is unduly burdensome, and suffers from a democratic participation deficit. Rulemaking can create value for the marketplace and benefit the public on all of these fronts.”). Although Commissioner Chopra’s remarks are clearly limited to the FTC’s antitrust efforts, his reasoning could be effortlessly applied to the data security context, and indicate that the FTC is, at the very least, having the relevant conversation.
Yet the FTC must contend with the heightened procedural requirements of Magnuson-Moss rulemaking, which the common narrative derides as “prohibitively profligate” and “procedurally burdensome.” Critics assert that the process has encumbered the FTC by unreasonably elongating the timeframe from rule conception to promulgation. And while many of these rulemaking proceedings took an excessive amount of time to complete in the past, there are reasons to believe that the FTC is capable of promulgating a data security rule in a reasonable amount of time. For example, many of the previous TRRs dealt with relatively low-priority issues, such as unfair and deceptive practices in the funeral and vocational school industries.

In contrast, the contemporary climate in which a data security TRR would be promulgated appears to differ from earlier, untimely FTC rulemaking efforts. A comprehensive data security rule would presumably command greater external visibility, and thus greater internal priority at the FTC. In this sense, heightened attention around data security should incentivize the FTC to conduct rulemaking in a comparatively expeditious manner. Beyond contextual factors, which are admittedly difficult to verify, there are procedural considerations suggesting that the FTC is capable of completing a Magnuson-Moss rulemaking
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258 See Lubbers, supra note 236 and accompanying text. But the FTC has also shown that it is capable of promulgating a valid TRR in under two years. See id. at 1987 (noting that the FTC’s Labeling and Advertising of Home Insulation rule took 1.77 years to complete, and the Ophthalmic Practice rule took 2.5 years).

259 See Barnett, supra note 253 (“The FTC … may simply have given … the [Trade Regulation] rules low priority.”).


261 It must also be noted that heightened attention may provoke the opposite effect: a greater number of interested parties vying to participate in the rulemaking process. But, as will be argued below, the FTC can judiciously utilize its time-saving discretion to mitigate inappropriate and unnecessary delay. See 15 U.S.C. § 57a(c)(3) (2012).
Moss rulemaking proceeding in a reasonable amount of time. These considerations will be fully explored below in Part III.B.1.

In today’s context of data security, the FTC would be well-advised to invoke its congressionally delegated rulemaking authority and codify the parameters of lawful data security. Three consequential benefits will flow from a shift to hybrid rulemaking. Broadly speaking, a data security unfairness rule can provide the FTC with (1) a democratically constructed and higher quality data security standard; (2) a more efficient use of administrative resources; and (3) a remedial capacity better suited to protecting consumers. Because the Commission has relevant experience policing data security and crafting congressionally authorized data-related rules, it is well prepared to oversee a successful hybrid rulemaking process.

First, as a general matter, policy creation through rulemaking “yields higher quality policy decisions,” as it provides for public participation in the process.262 Rulemaking would enable the FTC to establish its data security policy through transparent and democratic means, giving those who may be affected by it the chance to make their voices heard.263 This process is far more participatory than the FTC’s current adjudicatory model, in which nonparties to a dispute are unable to weigh in on the potentially altered regulation.264

The tech industry, the judiciary, and the public have all made it clear that they want greater specificity as to what constitutes an unlawful data security program.265 As the leading federal data security regulatory body, the FTC is
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264 See Brice McDaid Clagett, Informal Action–Adjudication–Rulemaking: Some Recent Developments in Federal Administrative Law, 1971 Duke L.J. 51, 83 (discussing the lack of safeguards for “nonparties to an adjudication who may be significantly affected by the new policy”).

primed to offer just that. To be sure, the FTC’s current approach to enforcement provides regulated entities with legally adequate notice. But the FTC should strive to provide notice that goes beyond baseline legal requirements and work together with industry to put forward a viable data security rule.

Despite its frequent castigation, Magnuson-Moss rulemaking offers the perfect venue for tackling this hot-button issue, as public participation is one of the defining features of Magnuson-Moss procedure. The multilayered procedural requirements that provoke outside criticism are the very means by which a sustainable framework can be codified. And while a successful rulemaking endeavor will demand agency time and resources, the process can be justified when considering both congressional inaction in passing data security legislation and judicial reluctance to accept consumer data breach claims. When Congress endowed the FTC with hybrid rulemaking authority, it intended the agency to deliberate with the public before promulgating specific unfairness rules. Such democratic participation should not be viewed as a strain on FTC authority; rather, it should be seen as a mechanism by which good policy can be attained.

Second, successful rulemaking stands to provide the FTC with a more efficient use of administrative resources. Rulemaking allows for the resolution of persistent data security regulatory issues in a singular action, as opposed to the many proceedings required under the adjudicatory model.
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addition, determining whether an entity is acting lawfully becomes less costly, as the Commission can evaluate its compliance according to the data security standard.\textsuperscript{274} It is true that the FTC has largely avoided adjudicatory confrontations by frequently entering into settlement orders with accused Section 5 violators.\textsuperscript{275} However, the Eleventh Circuit’s rebuke in \textit{LabMD} suggests that accused parties may be more willing to challenge FTC allegations in the future. No doubt, creating a data security rule will necessitate a serious expenditure of Commission resources.\textsuperscript{276} Yet, in the long run, such a rule can reduce the costs of both agency enforcement and industry compliance.\textsuperscript{277}

Third, a data security TRR will enhance the FTC’s remedial capacity to protect consumers from, and compensate them for, data breach harms. From an ex ante perspective, a data security TRR will offer regulated entities a clearer roadmap to adequately safeguard the consumer data that they hold. With a more focused standard, the FTC’s new TRR can help companies bolster their own security programs and prevent some data breaches from ever occurring.

From an ex post perspective, the promulgation of a data security TRR will fortify the Commission’s ability to levy civil penalties against Section 5 violators. Under its current framework, the FTC can only extract monetary damages from companies that violate a previously issued FTC order.\textsuperscript{278} Thus, only repeat offenders are forced to incur financial burdens, weakening the FTC’s deterrent effect.\textsuperscript{279} But under its Magnuson-Moss authority, the FTC can initiate a suit against an entity that commits an unfair or deceptive practice as defined by the TRR.\textsuperscript{280} Specifically, the FTC Act gives the corresponding court “jurisdiction to grant such relief as the court finds necessary to redress injury to consumers … from the rule violation."\textsuperscript{281} Therefore, in promulgating a
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cybersecurity TRR, the FTC need not find that a violator has breached an order to hold it financially responsible. Instead, it can seek civil penalties as a first step remedy.

In addition, the Commission’s authority to enforce its data security TRR can incentivize future compliance from entities that have sustained a data breach. If the FTC settles with a TRR-violating company, rather than bringing the matter to court, it can fashion an order that points to the specific security deficiency that prompted noncompliance. From there, the Commission can mandate the flaw’s correction with the degree of specificity required under LabMD.

Therefore, in creating a data security TRR, the FTC can further consolidate its remedial capacity to protect consumers. Such a TRR can help companies bolster their own security programs before a breach occurs. When a breach does occur, a data security TRR will facilitate ex post consumer redress to the very individuals who were harmed by that specific breach and provide the breached company with particularized guidance for future compliance. Because federal courts have largely rejected consumer data breach remedies, a data security TRR will enable the FTC to fill the vacuum and extract consumer redress with greater administrative ease.

Rulemaking is an admittedly complex process. The attentive eye of judicial review demands that agencies have an intimate knowledge of the technical substance of a proposed rule, as well as the rulemaking’s procedural requirements. Having regulated data security for nearly twenty years, the FTC has already established the foundation from which an unfairness data security TRR will be built on. In that sense, the Commission has already done a great deal of work in paving the way for meaningful public engagement. Through its enforcement actions and guidance documents, the FTC has established a body
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Such relief may include, but shall not be limited to, rescission or reformation of contracts, the refund of money or return of property, the payment of damages, and public notification respecting the rule violation or the unfair or deceptive act or practice, as the case may be; except that nothing in this subsection is intended to authorize the imposition of any exemplary or punitive damages.
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Cf. Daniel J. Gifford, Administrative Rulemaking and Judicial Review: Some Conceptual Models, 65 Minn. L. Rev. 63, 65 (1980) (“Judicial review of rules on the record of the rulemaking proceeding requires that all material relevant to assessing the validity of the rules, including ‘factual’ material, be found in the administrative record.”).
of jurisprudence that carries serious weight.\textsuperscript{286} This jurisprudence provides a substantive list of practices that the FTC deems to contribute to unreasonable data security. And these practices were not identified in a vacuum. The FTC has been acting as a norm codifier, looking to industry best practices as they continue to develop toward a baseline standard.\textsuperscript{287} Moreover, the FTC has promulgated several industry-focused data-related rules pursuant to specific congressional authorization, including the GLBA Safeguard Rule,\textsuperscript{288} the FACTA Red Flags Rule,\textsuperscript{289} and the COPPA Rule.\textsuperscript{290} While these rulemaking proceedings were not subject to Magnuson-Moss procedure, they nonetheless show that the FTC has a background in articulating rule-based regulatory standards in the context of information privacy.\textsuperscript{291} The FTC can and should build on these rulemaking experiences and confidently focus their efforts on delineating a broadly applicable data security standard. And finally, the FTC can look to emerging state data security laws\textsuperscript{292} when crafting its own related TRR. Recognizing its own informational advantage, the Commission ought to embrace states as the laboratories of democracy,\textsuperscript{293} evaluating the successes and shortcomings of ambitious local lawmaking, and skillfully incorporating the most expedient standards and frameworks to effectively regulate data security on the federal plane.

Regardless of these considerations, an FTC data security rule will fail to launch if a reviewing court determines that it exceeds the Commission’s
authority. The following Section will identify the most important considerations pertaining to judicial review of the rule and suggest certain priorities that the Commission ought to address when crafting it.

B. Anticipating Judicial Review: How to Formulate a Durable Data Security Rule

As with any agency-promulgated rule, an FTC data security TRR may be subject to judicial review in a federal court. Affected parties are afforded the opportunity to challenge the rule under either the grounds specified in the Magnuson-Moss Act, or those included in Section 706(2) of the Administrative Procedure Act. Thus, to ensure that its considerable rulemaking efforts are not in vain, the FTC must anticipate the potential arguments that may seek to invalidate the rule. At present, the FTC is entirely capable of crafting a data security rule that will pass judicial muster. But to do so, it must consider three factors related to the procedure and content of the proposed rule. First, although the Commission retains some discretion to limit access to public hearings, it must respect procedural due process rights and carefully abide by the statutory requirements of Magnuson-Moss rulemaking. Second, the FTC must define unfair data security with sufficient specificity so as to not exceed its broadly construed statutory authority. And finally, the FTC will be obligated to consider preemption with regard to state laws regulating data security. Each factor will be explored in turn.

1. Expeditiously Sticking to Procedure

The first means by which a party may seek to invalidate the proposed data security rule is a challenge to the FTC’s procedural obligations under the
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294 See 15 U.S.C. § 57a(e)(1)(A) (2012) (“Not later than 60 days after a rule is promulgated under subsection (a)(1)(B) by the Commission, any interested person (including a consumer or consumer organization) may file a petition, in the United States Court of Appeals for the District of Columbia circuit or for the circuit in which such person resides or has his principal place of business, for judicial review of such rule.”); see also 5 U.S.C. § 706(2) (2012) (describing the Administrative Procedure Act’s provision on the scope of judicial review).

295 See 15 U.S.C. § 57a(e)(3) (“The court shall hold unlawful and set aside the rule on any ground specified in subparagraphs (A), (B), (C), or (D) of section 706(2) of title 5 … or if- (A) the court finds that the Commission’s action is not supported by substantial evidence in the rulemaking record … taken as a whole, or; (B) the court finds that- (i) a Commission determination … that the petitioner is not entitled to conduct cross-examination or make rebuttal submissions, or (ii) a Commission rule or ruling … limiting the petitioner’s cross-examination or rebuttal submissions, has precluded disclosure of disputed material facts.”); see also 5 U.S.C. § 706(2) (specifying that a court may review challenges to an agency’s rule on grounds of its being: (a) arbitrary, capricious, an abuse of discretion, or otherwise not in accordance with law; (b) contrary to a constitutional right or power; (c) in excess of statutory jurisdiction or authority; or (d) without observance of required procedure).
Magnuson-Moss Act.\textsuperscript{296} Less onerous than formal rulemaking,\textsuperscript{297} Magnuson-Moss hybrid rulemaking imposes a number of procedural steps that go beyond the notice-and-comment rulemaking to which most agencies are subject.\textsuperscript{298} If the FTC fails to respect Magnuson-Moss procedure, the subsequent TRR will be remanded back to the Commission as a contravention of the regulated public’s statutory procedural rights.\textsuperscript{299} Therefore, careful adherence to procedure is the FTC’s first step to ensuring that its data security TRR survives past infancy.

Those who argue against the use of Magnuson-Moss rulemaking point to the unreasonable amount of time it has taken the FTC to promulgate such rules in the past.\textsuperscript{300} In particular, opponents claim that oral testimony and cross-examination, two prominent features of hybrid FTC rulemaking, have been used as “delaying device[s] for those attempting to avoid law enforcement.”\textsuperscript{301} While critics are correct that public hearing requirements are ripe for undue manipulation, they have given scarce attention to the fact that Congress anticipated this exact issue\textsuperscript{302} and endowed the FTC with several discretionary mechanisms specifically intended to “avoid unnecessary cost and delay” during oral and cross-examination proceedings.\textsuperscript{303}

For example, while the Magnuson-Moss Act entitles an interested person the right “to present his position orally,”\textsuperscript{304} the Commission may impose “reasonable time limits on each interested person’s oral presentations.”\textsuperscript{305} As a

\textsuperscript{296} See 15 U.S.C. § 57a(e)(3)(B); see also Harry & Bryant Co. v. FTC, 726 F.2d 993, 996 (4th Cir. 1984) (petitioner’s attempt to invalidate the FTC’s Funeral Industry Practices Rule by reason of its procedural deficiency was unsuccessful).


\textsuperscript{298} See, e.g., TODD GARVEY, CONG. RESEARCH SERV., R41546, A BRIEF OVERVIEW OF RULEMAKING AND JUDICIAL REVIEW 4 (2017) (describing how hybrid rulemaking statutes “create a rulemaking process with more flexibility than the formal rulemaking procedures under [5 U.S.C.] § 556 and § 557 and more public participation than informal rulemaking procedures under § 553”).

\textsuperscript{299} See 5 U.S.C. § 706(2)(D) (stating that a reviewing court shall “hold unlawful and set aside agency action … found to be … without observance of procedure required by law”).

\textsuperscript{300} Lubbers, supra note 236.

\textsuperscript{301} Koch, Jr. & Martin, supra note 253.

\textsuperscript{302} See Rosengarten, supra note 263, at 926 (“[T]he Senate sponsors of the [Magnuson-Moss Act] were fearful that the concessions to cross-examination might be abused by the parties testifying and would need to be reconsidered. It is significant that Congress left the Commission to use its discretion in all phases of the [hybrid rulemaking] process … All these [discretionary] decisions are ultimately reviewable by the court, yet it appears that Congress lodged considerably more trust in the FTC than the fact of review might suggest.”).

\textsuperscript{303} 15 U.S.C. § 57a(e)(3) (2012); see also S. Rep. No. 92-269, at 26 (1971) (“The Commission would continue the proceedings only if there was ‘a disparity of views concerning material facts upon which the proposed rule is based.’ It is important to note that there must be a ‘disparity of views’ concerning ‘facts’ (as opposed to questions of policy) which are ‘material.’”).


\textsuperscript{305} § 57a(e)(3)(A); see also OPERATING MANUAL, supra note 136, § 7.3.19.3.3.1 (“[T]he Presiding Officer
general matter, the Presiding Officer (PO) is empowered to “prescribe rules or issue rulings to avoid unnecessary costs or delay.” In contrast with oral hearings, the right to cross-examination is only necessary if the PO “determines that there are disputed issues of material fact” which are “appropriate” and “required for a full and true disclosure” of the relevant issues. The PO also retains discretion to conduct cross-examination on an interested party’s behalf. Finally, if the PO determines that multiple parties have “the same or similar interests in the proceeding,” it may limit “the representation of such interest[s]” and govern “the manner in which such cross-examination shall be limited.”

Taken together, the Magnuson-Moss Act leaves the FTC with meaningful room to conduct rulemaking proceedings in a timely manner, while still living up to its procedural obligations. But in utilizing these time-saving discretionary mechanisms, the Commission must balance the added value of permitting certain parties to participate in informal public hearings with the legitimate purpose of avoiding unnecessary delay.

If history serves as any precedent, there is reason to believe that a reviewing court will give deference to the Commission’s rulings reasonably limiting the scope and availability of oral testimony and cross-examination. In *Harry & Bryant Co. v. FTC*, the only purely procedural challenge thus far to an FTC TRR, the Fourth Circuit rejected the petitioners’ allegations that the FTC impermissibly limited opportunities for oral testimony and cross-examination during the Funeral Industry Practices hybrid rulemaking process. Specifically, the PO restricted the number of anti-rule witnesses, denied certain petitioners
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306 16 C.F.R. § 1.13(c)(2)(iv) (2018). The subsection continues: “Such rules or rulings may include, but are not limited to, the imposition of reasonable time limits on each person’s oral presentation….” Id.


308 See id. § 57a(c)(3)(B)(i)–(ii).

309 Id. § 57a(c)(4)(A)–(B); see also OPERATING MANUAL, supra note 136, § 7.3.20.1 (“The Presiding Officer has the power to set reasonable time limits on cross-examination regardless of any limits on its scope.”).

310 See Rosengarten, supra note 264.

311 See supra notes 300–06 and accompanying text.

312 726 F.2d 993, 997 (4th Cir. 1984).

313 See id. (“Petitioners first allege that the Commission violated Section 18 of the [FTC] Act because the Presiding Officer limited the number of witnesses permitted to give oral testimony and allowed equal numbers
the right to cross-examine consumers, and conducted consumer cross-examinations himself. The court affirmed the PO’s discretion to limit public access under his authority “to make rulings for the purpose of avoiding unnecessary delay.” Because the petitioners were not denied their procedural rights, the court affirmed the Funeral Industry Practices Rule in its entirety.

Yet only reveals so much. While a reviewing judge will defer to a PO’s reasonable restriction of public hearing procedures, the decision did not delineate the outer bounds of such discretion.

The FTC can also look to federal jurisprudence concerning other agencies’ discretion to limit opportunities for public hearing. In Citizens Awareness Network v. United States, a group of anti-nuclear organizations challenged the Nuclear Regulatory Commission’s (NRC) revamped interpretation of the public’s procedural rights during nuclear reactor licensing hearings. Specifically, the NRC narrowed the availability of cross-examination during these proceedings, a type of formal adjudication. The First Circuit held that the interpretation was a lawful exercise of agency discretion under Section 556(d) of the Administrative Procedure Act. The NRC’s primary justification behind revising its interpretation of public access was to save time—previous hearings had taken up to seven years to complete. The court focused on the need for procedural flexibility, calling it “one of the great hallmarks of the

314 See id. ("[P]etitioners complain that they were denied their right to cross-examine consumers.").
315 See id. at 998 ("[P]etitioners allege that the Presiding Officer erred in requiring that interested parties give him written questions for consumer witnesses, which he then used to cross-examine those witnesses himself."); see also id. at 997–98 ("Section 18 [of the FTC Act] does not provide an automatic right to cross-examine or rebut every comment that is made a part of the rule-making record."); id. at 997 ("Section 18 [of the FTC Act] does not guarantee every person a right to testify.").
316 Id.
317 See id. at 997–99 ("Petitioners complain that they were denied numerous procedural due-process rights during the rule-making proceeding. We find no merit in any of these challenges.").
318 The rule at issue in Harry & Bryant, the Funeral Industry Practices Rule, took seven years to promulgate. See Lubbers, supra note 236, at 1988 n.65. While the FTC’s efforts to limit the availability of oral testimony and cross-examination did not yield a timely rulemaking process in this particular case, there are other, unexplored factors that may have contributed to the delay. In particular, the Commission likely assigned a low level of priority to regulating the funeral industry. Therefore, assuming that the FTC assigns the creation of a data security rule a high level of administrative priority, its efficient promulgation is still feasible.
319 Citizens Awareness Network v. United States, 391 F.3d 338 (1st Cir. 2004).
320 See id. at 343.
321 See id. at 354 ("[W]e find no fault with the Commission’s decision to attempt to curtail unnecessary cross-examination … Accordingly, we cannot say that it is arbitrary and capricious for the Commission to leave the determination of whether cross-examination will further the truth-seeking process in a particular proceeding to the discretion of the individual hearing officer.").
322 See id. at 343 (describing how nuclear reactor licensing proceedings “proved to be very lengthy; some lasted as long as seven years”).
administrative process … that courts must be reluctant to curtail.”323 While the First Circuit ruled in favor of the interpretation, it did note that “the [Nuclear Regulatory] Commission’s new rules may approach the outer bounds of what is permissible.”324 To be sure, the FTC’s rulemaking procedures are distinguishable in that they must comport with both the Magnuson-Moss Act and the Administrative Procedure Act.325 Nonetheless, *Citizens Awareness Network* elucidates the outer bounds of agency discretion when narrowing the opportunities for oral testimony and cross-examination, and further suggests that a reviewing court may be reluctant to overturn reasonable FTC decisions intended to avoid unnecessary delay.

The preceding analysis is not meant to suggest that the FTC has free reign to restrict legitimate public access to informal hearings. But the discretionary leeway incorporated into the Magnuson-Moss Act, in combination with likely judicial deference, does suggest that the FTC can reasonably limit the availability of oral testimony and cross-examination, while still complying with its procedural obligations. This consideration, alongside the high-profile character of data security, indicates that the FTC is capable of overseeing a comparatively swift rulemaking proceeding that can withstand judicial oversight.

2. Defining Unfair Practices with Specificity

Pursuant to Section 18 of the FTC Act, the Commission is empowered to promulgate “rules which define with specificity acts or practices which are unfair or deceptive.”326 The FTC may also include in its rule “requirements prescribed for the purpose of preventing such acts or practices.”327 If an affected party seeks to invalidate a TRR for lack of specificity, the reviewing court “must perform [its] quintessential judicial function of determining whether the Commission has acted within the bounds of its statutory authority.”328 Simultaneously, the reviewing court must give “controlling weight” to the

323 *Id.* at 355; *see also id.* (“We cannot say that the Commission’s desire for more expeditious adjudications is unreasonable, nor can we say that the changes embodied in the new rules are an eccentric or a plainly inadequate means for achieving the Commission’s goals.”); *id.* at 361 (Lopez, J., concurring) (“[F]lexibility has always been a hallmark of the APA, and … agencies have always had considerable discretion to structure on-the-record hearings to suit their particular needs. This flexibility is nowhere more evident than in determining the role of cross-examination in on-the-record hearings.”).
324 *Id.* at 355.
325 *Id.* at 355; *see 15 U.S.C. § 57a(b)(1) (2012).*
326 *Id.* § 57a(1)(B).
327 *Id.*
FTC’s interpretation of its own statute unless it is “arbitrary, capricious, or manifestly contrary to the statute.”

Since Congress passed the Magnuson-Moss Act, only one FTC TRR has been invalidated for lack of specificity. In Katharine Gibbs School Inc. v. FTC, the Second Circuit set aside the Commission’s newly promulgated Vocational Schools Rule over its failure to comply with Section 18’s specificity requirements. In examining the text of the Vocational Schools Rule, the court found that instead of identifying a specific unfair act or practice, the Rule declared that any school failing to comply with its requirements would be engaging in an unfair act or practice. For example, the Rule required covered schools to partially refund students who had dropped out before the end of the semester. If the regulated school neglected to refund such a student, it would be performing an unfair practice. Accordingly, the court determined that the FTC had defined unfair practices in terms of future violations of the Rule’s remedial requirements. Because this was contrary to Section 18, the court set aside the rule and remanded it back to the Commission.

Equally as instructive, several courts have upheld the specificity of other FTC TRRs. In American Financial Services Association v. FTC, the D.C. Circuit affirmed the validity of the FTC’s Credit Practices Rule because it “identifie[d] specific practices … as per se unfair.” For example, the Credit Practices Rule contains a provision declaring that lenders and retailers cannot
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330 See Katharine Gibbs Sch. Inc. v. FTC, 612 F.2d 658 (2d Cir. 1979).
331 Id. at 670.
332 See id. at 662 n.3 (“The Commission’s Rule provides simply that it is an unfair or deceptive act or practice for any school to fail to comply with the requirements of the Rule.”).
333 See id. at 662–63.
334 See id.
335 See id. at 662 (“Requirements designed to prevent unfair practices are predicated upon the existence of unfair practices. These unfair practices, which are the statutorily required underpinning for the Commission’s ‘requirements’, should have been defined with specificity.”).
336 See id. (“Instead of defining with specificity those acts or practices which it found to be unfair or deceptive, the Commission contented itself with treating violations of its ‘requirements prescribed for the purpose of preventing’ unfair practices as themselves the unfair practices. We think that Congress expected more than this.”).
338 Am. Fin. Servs., 767 F.2d at 984.
extend credit to consumers when that credit is predicated on an assignment of wages.\footnote{339}{See 16 C.F.R. § 444.2(a)(3) (2018) (“In connection with the extension of credit to consumers … it is an unfair act or practice … for a lender or retail installment seller … to take or receive from a consumer an obligation that … constitutes or contains an assignment of wages.”).} The provision includes “requirements prescribed for the purpose of preventing such acts”\footnote{340}{15 U.S.C. § 57a(1)(B) (2012).} by identifying three scenarios in which a lender or seller can accept wage assignments, without acting unfairly.\footnote{341}{See 16 C.F.R. § 444.2(a)(3)(i)–(iii) (2018) (if the assignment (i) is revocable at will by the debtor; (ii) is a payment reduction plan; or (iii) applies only to wages already earned at the time of assignment).} Distinguishing the Credit Practices Rule with the invalidated Vocational Schools Rule, the D.C. Circuit found that because “the direct relationship between the unfair practice and the proscription of that practice is apparent … there is no reason to set out the two separately.”\footnote{342}{Am. Fin. Servs., 767 F.2d at 984 (quoting Credit Practices Rule, 49 Fed. Reg. 7740, 7745 (Mar. 1, 1984) (codified at 16 C.F.R. pt. 444)).}

Taken together, the FTC ought to use Katharine Gibbs and American Financial Services as guideposts when drawing up a data security TRR. The FTC must first define specific data security practices that are per se unfair.\footnote{343}{See id. (“The Commission having defined with specificity the acts or practices deemed unfair has fully complied with the statutory requirements of section 18(a)(1)(B) of the FTC Act.”).} And only then can the Commission lay out requirements intended to prevent unfair data security programs.\footnote{344}{See Katharine Gibbs Sch. Inc. v. FTC, 612 F.2d 658, 662 (2d Cir. 1979) (“Requirements designed to prevent unfair practices are predicated upon the existence of unfair practices. These unfair practices, which are the statutorily required underpinning for the Commission’s ‘requirements’, should have been defined with specificity.”).} These requirement provisions will be crucial to the workability of the proposed TRR because they will inject a degree of nuance into the TRR that reflects the evolving character of data security.

But of course, identifying specific unfair data security practices is easier said than done. FTC guidance documents routinely profess that “[t]here’s no one-size-fits-all approach to data security, and what’s right for you depends on the nature of the business and the kind of information you collect from your customers.”\footnote{345}{E.g., FED. TRADE COMM’N, PROTECTING PERSONAL INFORMATION: A GUIDE FOR BUSINESS 31 (2016).} Yet in closely examining every FTC data security complaint, a number of recurring unfair data security practices frequently surface.\footnote{346}{See Solove & Hartzog, supra note 27, at 650 (noting that “a detailed list of problematic security practices has emerged” from the FTC’s data security complaints).} For example, Professors Solove and Hartzog argue that the Commission has in fact provided a substantive list of specific unfair data security practices.\footnote{347}{Id. at 650–51 (“[V]iewed collectively, the FTC’s data security jurisprudence forms a rather detailed list of inadequate security practices.”).}
these unfair practices include allowing data to be vulnerable to common attacks (such as Structured Query Language injection), a lack of digital encryption, making data easily available, failure to test the security of a product or process, failure to remedy known security vulnerabilities, a lack of data minimization, failure to train employees in proper data security, poor username and password protocols, and many more.\textsuperscript{348} When creating its data security rule, the FTC should look to its own complaints, and condense and prioritize the most pressing data security vulnerabilities. Using these particular unfair data security practices, the Commission can equip its data security rule with the requisite degree of specificity.

The FTC should also look to the HIPAA Security Rule, a data security regulatory standard promulgated and administered by the Department of Health and Human Services.\textsuperscript{349} The Security Rule, which applies to certain entities that collect and use consumer health data, lays out a number of specific administrative, physical, and technical safeguards that covered entities must consider.\textsuperscript{350} Many of these safeguards align with the FTC’s, including requirements for a designated security official, security awareness and training for employees, log-in monitoring, password management, security incidence procedures, encryption, automatic logoff, and others.\textsuperscript{351} Because the HIPAA Security Rule is regarded as “one of the most specific data security laws,”\textsuperscript{352} the FTC should endeavor to craft its own data security rule in a similar manner.

In sum, specificity is critical. From the beginning of its rulemaking process, the FTC must define unfair data security acts with definite precision. The Commission may look to several sources when doing so, including its own privacy jurisprudence, as well as the specifically tailored HIPAA Security Rule and other federal data security regulatory rules. If it does so, the Commission

\textsuperscript{348} See id. at 651–55.
\textsuperscript{349} 45 C.F.R. § 164.308–164.312 (2013).
\textsuperscript{350} See id. The HIPAA Security Rule contains implementation specifications that are either “required” or “addressable.” Id. § 164.306(d)(1). When a standard contained within the Security Rule is “addressable,” the covered entity must “[a]ssess whether each implementation specification is a reasonable and appropriate safeguard in its environment, when analyzed with reference to the likely contribution to protecting electronic protected health information.” Id. § 164.306(d)(3)(i). If the entity determines that implementing the specification is “reasonable and appropriate,” it must do so. See id. § 164.306(d)(3)(ii)(A). If it is not, the entity must “[d]ocument why it would not be reasonable and appropriate to implement the implementation specification.” Id. § 164.306(d)(3)(ii)(B)(1).
\textsuperscript{352} Solove & Hartzog, supra note 27, at 655.
can avert the Katherine Gibbs issue and improve its chances during judicial review.

3. Preemption

The U.S. federal government is not alone in its efforts to regulate data security. In the absence of any comprehensive federal law outlining reasonable data security, several states have ambitiously waded into the arena by passing legislation or promulgating regulations on the matter. Although the Magnuson-Moss Act does not contain an explicit preemption provision, legally sound FTC regulations may supersede comparable state statutes and regulations. However, should the FTC put forth a novel TRR tracing the boundaries of legally adequate data security, the Commission must carefully consider its interaction with analogous state laws so as to avoid its invalidation on grounds of overbroad preemption.

Once again, Katherine Gibbs and American Financial Services can serve as instructive bookends that the FTC ought to use when crafting a durable data security TRR. In Katherine Gibbs, the Second Circuit held that the enactment of the Vocational Schools Rule’s preemption provision went beyond the FTC’s congressionally allocated authority because it was impermissibly overbroad. Specifically, the provision stated that the Vocational Schools Rule “preempts any provision of any state law, rule, or regulation which is inconsistent with or otherwise frustrates the purpose of the provisions of this trade regulation rule.” Because the purpose of the Rule was stated in general terms, the court sought to avoid a scenario in which any state law governing the contractual relationship between vocational schools and their students may...
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354 See Katharine Gibbs Sch. Inc. v. FTC, 612 F.2d 658, 667 (2d Cir. 1979) (citing Free v. Bland, 82 S. Ct. 1089 (1962) and Spiegel Inc. v. FTC, 540 F.2d 287, 293 (7th Cir. 1976)) (“It has long since been firmly established that state statutes and regulations may be superseded by validly enacted regulations of federal agencies such as the FTC.”).

355 612 F.2d 658.

356 767 F.2d 957.

357 See Katharine Gibbs, 612 F.2d at 667.

358 16 C.F.R. § 438.9 (repealed 1979).

be preempted. Gleaning the Magnuson-Moss Act’s legislative history, the court indicated that the FTC’s regulations “were to have no more preemptive effect than that which flows inevitably from a repugnancy between the Commission’s valid enactments and state regulations.”

In contrast, American Financial Services saw the D.C. Circuit endorse the preemption provision contained within the FTC’s Credit Practices Rule. In doing so, the court pointed to three factors that distinguished the Credit Practices Rule’s preemptive character from its defective Vocational Schools Rule counterpart. First, the Credit Practices Rule explicitly manifested an intent not to occupy the field of credit regulation. Second, the Rule’s Statement of Basis and Purpose noted that the FTC considered and modified the Rule to be as consistent as possible with corresponding state laws. Lastly, the Credit Practices Rule contained an exemption provision for states with comparable laws that offered equal or greater protection for consumers. In combination, the court found that the FTC did not exceed its preemption authority.

To the modern FTC, Katharine Gibbs represents the dangers associated with an overly broad preemption clause. In that sense, the FTC’s data security TRR should only purport to preempt state laws that are inconsistent with its particularized purposes, rather than occupying the entire field of information security. So too, American Financial Services offers practical steps that the FTC can replicate when considering preemption in the data security context. The FTC should look to the successes and limitations of comparable state data security laws, make explicit its intent not to occupy the field, and include a
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360 See Katharine Gibbs, 612 F.2d at 667.
361 Id.; see also Paul R. Verkuil, Preemption of State Law by the Federal Trade Commission, 25 DUKE L.J. 225, 247 (1976) (“While the Commission was not given the authority broadly to occupy the field of state unfair competition in consumer protection law, it was authorized to declare by rule preemption of state activities that conflict with federal regulations.”).
363 See id.
364 See Credit Practices Rule, 49 Fed. Reg. 7740, 7782 (Mar. 1, 1984) (codified at 16 C.F.R. pt. 444) (“[T]he rule is not intended to occupy the field of credit regulation or to preempt state law in the absence of requirements that are inconsistent with the rule.”).
365 See id. at 7782 (“The rule has been drafted to be as consistent with existing state laws as possible. Indeed, state laws served as the model for several rule provisions. The rule prohibits practices that are authorized by statute or common law in at least some states. However, none of the rule provisions preempts state law by creating an irreconcilable conflict. That is, creditors will be able to comply with both state law and this rule.”) (emphasis in original)).
367 See Am. Fin. Servs., 767 F.2d at 991.
368 See Katharine Gibbs Sch. Inc. v. FTC, 612 F.2d 658, 658 (2d Cir. 1979).
369 See Am. Fin. Servs., 767 F.2d at 990–91; supra notes 359–62.
preemption exemption for state laws that provide equal or greater protection for consumers. In this way, the FTC can fortify its data security TRR, and better guarantee that judicial review will not end in rebuke.

CONCLUSION

In an era where consumer information is treated as a prized commodity, data breaches pose a serious threat to consumers and companies alike. Using its broad Section 5(a) authority, the FTC has undertaken an effort to protect consumers by policing unfair and deceptive data security practices. For nearly two decades, the Commission has largely proceeded under a quasi-judicial approach. Following a company’s culpable data breach, the Commission conducts an investigation, files an administrative complaint and extends a settlement offer. This enforcement model, appropriate at the dawn of the digital age, is in need of revision. Using the power Congress granted to it, the FTC should focus its efforts on promulgating a data security trade regulation rule. The benefits of doing so outweigh the costs. A data security rule stands to enhance the Commission’s capacity to protect consumers, conserve agency resources, and provide more definite guidance to the regulated community.

Despite the FTC’s reluctance to invoke its Magnuson-Moss rulemaking authority, it is capable of crafting an effective data security rule that can withstand judicial review. The Commission has confronted issues of data security for nearly two decades. It has brought enforcement actions, engaged the public, conducted research, and in the process, accumulated a level of expertise that is unrivaled on the federal regulatory plane. Critical to any unfairness action, the FTC has articulated a uniquely flexible conception of consumer data breach injuries that, when incorporated into a hard and fast rule, will go lengths in protecting consumer interests. Although hackers will always find ways to exploit digital vulnerabilities, the FTC has demonstrated that it is a regulatory force to be reckoned with. As such, the FTC should look to its present powers, resurrect its Magnuson-Moss rulemaking authority, and promulgate a trade regulation rule that specifies the parameters of unlawful data security.
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